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FOREWORD

This report, entitled Status of the Global Observing System for Climate, was invited by the Parties to
the United Nations Framework Convention on Climate Change (UNFCCC) at the thirty-third session of
the UNFCCC Subsidiary Body for Scientific and Technological Advice (SBSTA) in Cancun, Mexico, in
2010. The conclusions of SBSTA in subsequent years have reinforced the importance ascribed to this
Status Report. This report has recently been completed under the overall guidance of the Global
Climate Observing System (GCOS) Steering Committee with contributions from panel members and
external experts. It was compiled and coordinated by the lead author, supported by the GCOS
Secretariat.

This Status Report performs two functions: It assesses the progress made against the actions set out
in the GCOS Implementation Plan for the Global Observing System for Climate in Support of the
UNFCCC (2010 Update), while also providing a more generic assessment of the overall adequacy of
the global observing system for climate. It makes use of a wide range of supporting GCOS materials
published since progress was reported in 2009, many of which have resulted from the outcomes of
specialized workshops or working group meetings.

Work on this Status Report was initiated by a scoping meeting held in December 2013 followed by
worldwide information collection over the course of a year. The lead author, Adrian Simmons,
assisted by the GCOS Secretariat, compiled contributions into initial draft chapters, which were
circulated to panel members and associated experts for review and comment. A revised draft was
subsequently produced, which included an assessment for each Essential Climate Variable and for
each action, as defined by the 2010 Implementation Plan.

A draft version of the full Status Report was submitted for public review from 24 July to
7 September 2015, and was available for open comment on the GCOS website. It was also sent to
about 350 institutions and experts, including GCOS sponsors, main World Meteorological
Organization (WMO) programmes, GCOS partner institutions, and GCOS panel members and experts,
inviting them to comment on it and to redistribute it further as they felt appropriate. The Secretary-
General of WMO invited all WMO Members to send their comments to the GCOS Secretariat. The
report has thus been subjected to widespread review.

The GCOS review team received some 400 comments from individuals, scientific groups, institutions
and national responsible agencies. General comments on the scope and content of this Status Report
were overwhelmingly positive, with a few remarks on the need to complement or further justify
some aspects. These have been reviewed and addressed in this final version. The comments will also
help in the preparation of the next implementation plan in 2016.

The GCOS Steering Committee, at its 23rd meeting in Cape Town, South Africa (29 September to
1 October 2015), approved this Status Report. It will be submitted to the UNFCCC secretariat in
October 2015 for consideration by the Parties at the forty-third session of SBSTA, to be held in
conjunction with the twenty-first session of the Conference of the Parties, in Paris, France
(December 2015).



| would like, on behalf of the GCOS Steering Committee, to congratulate the lead author and to thank
him for his Herculean efforts in completing this Status Report. | would also like to thank the chairs of
the three GCOS panels and the staff of the GCOS Secretariat for their contributions to this excellent,
exhaustive document. | am also grateful to the experts and representatives of partner organizations
for their constructive contributions, and look forward to the cooperation of all involved parties in the
preparation of the subsequent implementation plan developed in the light of the evidence given in
this Status Report.

This Status Report comes at a critical time for the world’s understanding and management of climate
change. It emphasizes the importance of observations underpinning the science and understanding
of climate change and our ability to forecast its likely trajectory. The observations are also critical to
inform us of our ability to mitigate the magnitude of climate change and to adapt to changes that
cannot be avoided.

Observations are the bedrock on which all other aspects of climate change are founded. The next
implementation plan, informed by this Status Report, will set out the further programmes of work
needed to improve and extend the observations required for our understanding and management of
climate change.

iy

Stephen Briggs, Chairperson of the GCOS Steering Committee
Harwell, Oxfordshire, UK
October 2015



BACKGROUND AND OUTLINE

Global observation of the Earth’s atmosphere, ocean and land is essential for identifying climate
variability and change, and for understanding their causes. Observation also provides data that are
fundamental for evaluating, refining and initializing the models that predict how the climate system
will vary over the months and seasons ahead, and project how climate will change in the longer term
under different assumptions concerning greenhouse gas emissions and other human influences. Long
observational records have enabled the Intergovernmental Panel on Climate Change (IPCC) to deliver
the message that warming of the climate system is unequivocal.

This report on the Status of the Global Observing System for Climate provides an extensive account of
how well climate is currently being observed, where progress has been made and where progress is
lacking or deterioration has occurred. It provides a basis for identifying the actions required to
reduce gaps in knowledge, to improve monitoring and prediction, to support mitigation and to help
meet increasingly urgent needs for information on impacts, adaptation and vulnerability. It
documents improvements in many areas over recent years, but also makes it clear that much
remains to be done.

The report has been prepared on behalf of the Steering Committee of the Global Climate Observing
System (GCOS). It fulfils the responsibility of the GCOS programme to review and assess the
development and implementation of the component parts of the climate observing system, and to
report to sponsoring organizations and other participating agencies. It is addressed in the first
instance to the sponsors of GCOS: the World Meteorological Organization (WMO), the
Intergovernmental Oceanographic Commission (I0C) of the United Nations Educational, Scientific
and Cultural Organization, the United Nations Environment Programme and the International Council
of Science. The report is also a response to an invitation from the Subsidiary Body for Scientific and
Technological Advice of the United Nations Framework Convention on Climate Change (UNFCCC).
The report’s review of the progress made in climate observation has a focus on the period since
GCOS published its Second Report on the Adequacy of the Global Observing Systems for Climate in
Support of the UNFCCC in 2003. It assesses in particular the accomplishment of a set of 138 actions
formulated in the 2010 update by GCOS of its Implementation Plan for the Global Observing System
for Climate in Support of the UNFCCC. The report lays the foundations on which the GCOS
programme is building a new implementation plan for publication in 2016.

An introductory discussion is provided covering the needs for and nature of sustained observation of
the climate system, the internationally coordinated arrangements under which observations are
made and processed, and the concept of the Essential Climate Variables (ECVs) that provides the
organizational framework for this and earlier GCOS reports. The report then systematically reviews
overarching and cross-cutting topics. This is followed by reviews of observing networks and the
observational status of each ECV. These reviews are provided separately for atmosphere, ocean and
land. Discussion is linked in an ordered manner to assessments of the actions from the 2010
Implementation Plan. In doing so, the report draws on published material that includes the IPCC Fifth
Assessment Report, recent peer-reviewed scientific papers, workshop proceedings and observing-
system manuals and guides. It relies on the expert judgement of contributors and the public review
process outlined in the Foreword. The report analyses data holdings and monitoring information
provided by a number of international data centres and presents examples of observational data and
derived global data products in the forms of time series and maps.
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Several key messages from recent observations and analyses are used in the report to illuminate the
discussions for particular variables. Global-mean sea level has continued to rise, and for the first
time, it has been possible to identify the relative importance of the contributions from thermal
expansion, melting ice and the storage of water on land. The deeper ocean has continued to warm,
despite a slowing of near-surface warming for about 10 years prior to 2013. There have been
substantial reductions in Arctic sea-ice extent over recent years. There is evidence from new analyses
that global-mean surface temperature rose more between 1998 and 2012 than first thought. There is
little doubt of the exceptional warmth of the global atmosphere during the current El Nifio event.

Interesting and important as such results are, it is not the intention of this report to present a
complete picture of what has been learned from observations or of how much benefit observations
bring. More attention is paid to observational uncertainties than to what is known with confidence
from observations. This helps guide where emphasis has to be placed in making the required
improvements. The immense existing value of past and present investments in the global observing
system and the importance of sustaining the operation of well-established components of the
system are not dwelt on, but should not be forgotten.

xii



OVERALL CONCLUSIONS

Global observation varies in its nature, arrangement and extent across the atmospheric, oceanic and
terrestrial domains. Owing to the heritage of many decades of meteorological data collection,
atmospheric observation is the best developed, with relatively dense though far from gap-free
networks, clear observational standards, largely open data exchange and international data centres
covering most, if not all, variables. Refinement of atmospheric observation is ongoing. Ocean
observation has developed quickly, with international planning and implementation of observational
networks, and new technologies that enable more and better autonomous data collection. While
there are still limitations and some issues with established networks, overall structures are in place
for the improvement to continue. Terrestrial observations have traditionally been made on smaller
scales, with different standards and methods in different countries. They also have a poor history of
open data exchange. Space-based observation is now providing global coverage of improving quality
for a number of variables, increasingly with open data access, and there is progress in other areas,
through global networks for glaciers and permafrost, for example. Standards, methods and data-
exchange protocols for key hydrological variables have been developed. However, an integrated
approach to terrestrial observation is still lacking.

Most of the principal findings that have been drawn from the reviews that were undertaken variable
by variable and action by action fall straightforwardly into two separate groups, one for in situ
measurement and ground-based remote-sensing and one for space-based remote-sensing, even
though many applications of observations make combined use of both groups of data. There are
both positive and negative findings, and both need to be acknowledged and taken into account in
planning what needs to be undertaken in the future.

For the in situ and other non-space-based components of the observing system:

e The development and contribution to climate monitoring, understanding and prediction of
the Argo network since its floats that profile temperature and salinity were first deployed
in the year 2000 have been outstanding. The original goal of 3 000 floats was reached in
2007. The network is now expanding into marginal seas and high latitudes, it is beginning
to host novel sensors that measure biogeochemical variables and offers the prospect of
profiling to greater depths. [5.2.1, 5.4.1, 5.4.2, 5.4.3, 5.4.4,5.4.5, 5.4.7]*

e There have been improvements in coverage for a number of longer established in situ
networks, including the main meteorological networks. The quality of measurements has
also shown improvement. [4.2.1,4.3.4,4.3.1,4.4.1,4.7.5, 5.3.8, 6.3.5]

e Several oceanic and terrestrial networks making in situ measurements and networks for
ground-based remote-sensing of atmospheric composition have been established or
significantly expanded in recent years, although some requirements for forming networks
have not been met. [4.6, 5.2, 5.3.10, 5.4.6, 6.2.3, 6.2.4, 6.3.3, 6.3.16]

e Fewer observations have been provided recently by some atmospheric-composition and
marine-buoy networks. This has been due to planned closures, inadequate maintenance or

! The bracketed cross references to individual sections of the report are intended to be widely illustrative
rather than fully comprehensive. Some of the supporting information is given in the reviews of actions from the
2010 Implementation Plan that are provided in Appendix 1 and linked to these sections.
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unexpected equipment failures. Responses have been effective in limiting some of the
shortfalls. Particular issues with moored-buoy networks have prompted a review of the
observing system for the tropical Pacific. [4.3.4, 4.7.4,5.2.3, 5.2.4]

Surface meteorological measurements from ships have declined in number over the major
parts of ocean basins, but have increased near coasts. [4.2.1]

Some gaps in the coverage of networks over land have been reduced. Local gaps that
appear small from a global perspective may nevertheless be critical, especially where
populations are at risk or where local changes have global impacts. [2.1, 4.2.1, 4.3.1, 4.3.5,
4.7.1,6.3.1,6.3.8,6.3.16]

Capacity development continues to fall far short of what is needed to fill critical network
gaps in a sustainable way, and more generally to ensure that vulnerable developing
countries have the local observations needed to adapt to climate change. [3.3, 4.2]

Automation has increased the temporal frequency of observation, and has enabled
measurements to be made at additional remote locations, although there are some
remaining issues regarding data quality and loss of ancillary information. [4.2,4.2.1, 4.3.1,
43.4,43.6,4.4.2,5.2.6,6.3.5]

Progress in specifying and establishing reference observing sites and networks has been
mixed. It has been good for upper-air measurements. Attaining representative global
coverage is a general challenge. [2.4,4.4.4,5.2.5,6.2.3,6.2.4, 6.3.11]

There are opportunities to benefit from expanding global near-real-time data exchange
and from adopting new reporting codes and metadata standards. [3.9, 4.2.1,4.2.3,4.4.1,
5.3.3,6.3.8]

Recovery of historical data has progressed well in some respects, but it is still limited in
extent and hampered by restrictive data policies. [3.7, 4.3.2,4.3.5, 5.3.3, 6.3.5]

Generation of data products, for example, on surface air temperature, humidity and
precipitation, continues to improve. [4.3.1, 4.3.3, 4.3.5]

Sustaining observing-system activities that are initiated with short-term research funding
is a recurrent issue. [3.2,5.1.3, 6.2.3, 6.3.8, 6.3.16]

For the space-based component of the observing system:

The newer and planned generations of operational meteorological satellite systems offer
improved quality and a broader range of measurements. China is becoming established as
the provider of a third pillar in the constellation of polar-orbiting systems. [3.4.2, 4.3, 4.5,
5.3,6.3]

The European Copernicus programme is placing additional types of observation on an
operational basis, with increased coverage and quality of measurement, and
accompanying service provision. [3.2,3.4.3,3.6, 4.6, 4.7, 5.3, 6.3]

There have been increases in the numbers of national providers, cooperative international
missions and other collaborative arrangements. [3.4.2, 3.4.4]

There has been very little progress on the continuation of limb sounding and the
establishment of a reference mission. [3.4.4,3.4.7,4.5.1,4.5.3,4.6, 4.7]
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e Continuity of observation is at risk for measurements of solar irradiance and of sea-surface
temperature at microwave frequencies. [4.5.5, 5.3.1]

e New observational capabilities have been demonstrated, and others are being prepared
for demonstration. Future deployment is uncertain for some of the demonstrated
capabilities, for example, for monitoring cloud and aerosol profiles, sea-ice thickness and
soil moisture. [3.4.4,4.5.2,45.4,47.1,4.7.2,4.7.5,5.3.2,5.3.5,6.3.1, 6.3.7,6.3.16]

e The generation and supply of products derived from space-based observations have
progressed well, with increasing attention paid to documenting product quality and
uncertainty. [3.4.7,3.4.8,3.5, 4.3,4.5,4.7,5.3, 6.3]

e Inter-agency cooperation has been effective in product validation and in starting to
develop an architecture for climate monitoring from space and an inventory of products.
[3.1,3.2,3.4.4,3.4.7]

e Data access is becoming more open, although there is still progress to be made on this
issue. Some data remain to be recovered from early missions, and long-term preservation
of data, including occasional reprocessing, is not yet fully ensured. [3.4.2, 3.4.3,3.4.7,
4.5.1,4.7.4]

Data-centre holdings are increasing with the passage of time, and are generally distributed by data
type. Collections of in situ data are held by international data centres for many but by no means all
ECVs. Basic satellite data are usually held by the agency that operated the satellite. Derived data
products are hosted primarily by the organizations that generate the products. This arrangement is
not seen to be problematic, but there are concerns over a set of issues discussed in sections 3.9,
423, 445, 46, 5.2 and 6.2, or experienced when visiting data-centre websites to extract
information for this report:

e There are a number of portals and Internet search engines that can be used to link to data,
but product lists may not be complete, and users may be in doubt over what they are
missing and how the observations or products on offer compare.

e Collections of in situ data may be some way short of complete and up to date. They
depend on submissions or access offered by owners, and thus on owners’ data policies and
resources, including for recovering data from paper records and obsolete media.

e Data served by a centre may not be in an easy-to-use format, and may lack quality control,
merging of data from different sources, flagging of likely duplicated data, feedback from
users and so on.

e Data may not be easy to sample, notwithstanding welcome advances in visualization.

Global reanalysis of comprehensive sets of observations has been sustained, with improving
capabilities and better understanding of user requirements and deficiencies in current products. The
activity is being placed on a firmer footing in Europe, through inclusion in operational Copernicus
service provision, and in Japan and the United States of America, through the commitment of
providers to continue and refresh production. Atmospheric reanalysis for the radiosonde and
satellite eras has been supplemented by reanalysis covering the twentieth century and more,
assimilating only surface atmospheric data but constrained also by observationally based surface and
radiative forcings. Reanalysis has become better established for the ocean, the land surface and
atmospheric composition. Good progress has also been made on the development of data-
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assimilation systems that couple various elements of
the climate system, the atmosphere and ocean in
particular. [3.6]

International organization of observing systems has

been strengthened, especially for the atmosphere and

ocean, through the development of the WMO

Integrated Global Observing System as the framework

for the functioning of all WMO observing systems and

the revitalization of the 10C-led Global Ocean

Observing System, with guidance provided by a

Framework for Ocean Observing. The withdrawal of

support for the Global Terrestrial Observing System by

its lead sponsor has restricted coordination and

standardization for the terrestrial domain, but there

has been progress for many individual elements of Overall progress of actions from the 2010
terrestrial observation. [2.3.3, 3.1, 3.9, 5.1.2, 6.2, 6.3] Implementation Plan

Further conclusions concerning overarching and
cross-cutting topics, and topics specific to the atmospheric, oceanic and terrestrial domains, are
presented in chapter 7.

There is no single metric, or small set of metrics, that comprehensively quantifies the current status
of the global observing system for climate, how well it meets the broad spectrum of user needs, or
how far it has progressed either over many decades or over the past few years. Variations over time
of data counts and quality indicators for the better-established ECVs point mainly to a situation that
continues to improve, though not entirely. For variables for which observation and international
organization are less well established, progress is indicated in some cases by reporting the
establishment of an international network or data centre, or simply by being able to display a global
map related to a variable. Statistics on user accesses to web-based information, to observations and
data products and to data visualization tools also serve as metrics, but are often not made evident on
data-centre websites.

A general indication of progress over the past five or so years is provided by assessing the
accomplishment of the actions set out in the 2010 Implementation Plan. Progress has been ranked
for each action on a five-category scale. The pie chart shows the distribution by category of all 138
actions. Overall progress is assessed to be moderate to good, with almost twice as many actions
falling into the two highest categories than the two lowest ones. Of the actions, 22% have
nevertheless been placed in the lowest two categories: progress has been at best limited for almost
one action in four. Some 7% of actions lie in the lowest category, which includes cases where the
action called for a network to be improved but performance actually deteriorated. Moreover, some
actions relate to incremental steps towards establishment of an adequate component of the overall
observing system; good progress on them, although important, is not an end in itself.

To conclude, many countries of the world, developing as well as developed, have improved the
contributions that they or their intergovernmental agents make to the global observing system for
climate. The system continues to progress and support better the needs of an increasingly wider user
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community. Aided by the passage of time, the system extends the length of the modern instrumental
data record, improving it for recent years by better observations and for earlier years by recovery
and better reprocessing and reanalysis of data. Challenged by the passage of time, which makes the
response to climate change ever more urgent, the system nevertheless continues to fall short of
meeting some essential requirements for observationally based climate information. What needs to
be done will be addressed in the forthcoming new implementation plan in 2016.
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1 INTRODUCTION AND BACKGROUND

1.1 Context and purpose of this report

Long-term observation of the atmosphere, land and ocean is vital for all countries as economies and
societies become increasingly affected by climate variability and change. The various global, regional
and national observing networks and systems that together comprise the global observing system for
climate provide the data essential for climate analysis, prediction and change detection. Data records
accumulated and preserved over many decades enabled the Intergovernmental Panel on Climate
Change (IPCC) to state that warming of the global climate system is unequivocal (IPCC, 2007, 2013).

The Expert Segment of the third World Climate Conference (2009) concluded that:

[N]etworks must be strengthened and sustained in order to monitor climate variability and change, and to
evaluate the effectiveness of the policies implemented to mitigate change. Observations are needed to
support improvement of climate models, to initialise and enable effective use of model predictions to
decades ahead and to guide the use of models for longer-term scenario-based projections. Observations are
needed to assess social and economic vulnerabilities and develop the many actions that must be taken to
adapt to climate variability and unavoidable change. They must be recognised as essential public goods
where the value of global availability of data exceeds any economic or strategic value of withholding

national data.

This Status Report provides an account of the current state of the global observing system for climate
and an assessment of the progress that has been made in developing the system over recent years. It
has been prepared under the programme of the Global Climate Observing System (GCOS). The report
is addressed in the first instance to the sponsors of GCOS: the World Meteorological Organization
(WMO), the Intergovernmental Oceanographic Commission (IOC) of the United Nations Educational,
Scientific and Cultural Organization (UNESCO), the United Nations Environment Programme (UNEP)
and the International Council for Science (ICSU). The report is also a response to an invitation from
the Subsidiary Body for Scientific and Technological Advice (SBSTA) of the United Nations Framework
Convention on Climate Change (UNFCCC). It covers matters relevant also to the other conventions
that entered into force following the 1992 Rio Earth Summit, the Convention on Biological Diversity
(CBD) and the United Nations Convention to Combat Desertification, and to other conventions,
protocols and frameworks, most notably the United Nations Global Framework for Climate Services
(GFCS). It may serve more generally as a source of information on the global observation of climate.

The report provides the factual basis on which the GCOS programme is building its new
Implementation Plan for the Global Observing System for Climate, for publication in 2016, to succeed
the plan published in 2004 and updated in 2010 (GCOS, 2004, 2010a).

1.2 Scope and concept of the global observing system for climate

The glossary of the IPCC Fifth Assessment Report (AR5) notes that there are both narrow and wide
definitions of climate. Climate in the narrow sense refers to the average weather, or more rigorously
to the statistical description in terms of the mean and variability of weather parameters over a
period of interest. The classical averaging period is 30 years, as defined by WMO. The parameters are
most often surface variables such as temperature, precipitation and wind. Climate in the wider sense
is the state, including statistical properties, of the whole climate system. This system is defined in the
IPCC glossary to be “the highly complex system consisting of five major components: the



atmosphere, the hydrosphere, the cryosphere, the lithosphere and the biosphere, and the
interactions between them”. This report, like the GCOS programme itself, is concerned with climate
in the latter, broader sense.

The global observing system for climate is not a single, centrally managed observing system. Rather,
it is a composite “system of systems” comprising a set of climate-relevant observing, data-
management, product-generation and data-distribution systems. The set includes, in particular,
WMO observing systems that fall within the WMO Integrated Global Observing System (WIGOS), the
IOC-led Global Ocean Observing System (GOOS) and the land-surface observing systems that
nominally comprise the Global Terrestrial Observing System (GTOS). It also incorporates the climate
monitoring undertaken by other programmes concerned with particular components of the climate
system or with the impacts of climate change.

This composite observing system is termed the “Global Climate Observing System” in the sponsors’
memorandum of understanding establishing GCOS. This terminology is barely used in this report so
as to distinguish the global observing system for climate from what is termed the GCOS programme,
the activities that fall to the GCOS Steering Committee and its working groups, consultants and
supporting Secretariat. One charge to the Steering Committee is addressed by this report, namely to
“review and assess the development and implementation of the components of the GCOS, and
report to the sponsoring organisations, and to the participating agencies as required”. A second
charge is to “identify observational requirements, define design objectives and recommend
coordinated actions by sponsoring and participating organisations and agencies, in order to optimize
the system’s performance and coherence”.

1.3 Cycle of assessment and identification of requirements

In fulfilling its tasks of assessing component observing systems and identifying requirements, the
GCOS programme has placed specific emphasis on supporting UNFCCC, seeking to address what was
required for Parties to the Convention to meet their observational commitments and equally have
their own needs for global observations met. In 1997, the Conference of the Parties (COP) asked
SBSTA, in consultation with IPCC, to consider and report on the adequacy of the global observing
system for climate. The report was, in fact, prepared and delivered by GCOS in 1998 (GCOS, 1998). A
Second Adequacy Report was produced by GCOS in 2003, followed this time by an implementation
plan that identified the actions required to remedy the reported deficiencies in the overall observing
system (GCOS, 2003, 2004). Progress on the actions from the 2004 Implementation Plan was
assessed after five years and reported in the GCOS (2009) report. Findings were taken into account in
preparing an updated implementation plan that was published a year later (GCOS, 2010ag; referred to
hereinafter as IP-10). These documents were, to various degrees, encouraged, guided or endorsed by
SBSTA or COP itself. The cycle of their production was aligned to enable conclusions of the IPCC Third
(2001) and Fourth (2007) Assessment Reports to be taken into account in determining the status and
needs.

IP-10 was considered by SBSTA at its thirty-third session in Cancun, Mexico, in late 2010. Among its
conclusions, an extract of which is reproduced in Appendix 3, SBSTA invited the GCOS Secretariat to
report on progress made on implementation and encouraged the GCOS programme to review again
the adequacy of observing systems. SBSTA also noted the usefulness of regularly updating the plan
for implementation. This 2015 Status Report and the 2016 Implementation Plan (in preparation) are



the GCOS programme’s response to SBSTA. The timing of this response follows previous practice in
that it takes into account the latest IPCC Assessment Report, referencing the contributions of
Working Group | (The Physical Science Basis; IPCC, 2013) and Working Group Il (Impacts, Adaptation
and Vulnerability; IPCC, 2014).

No single period is adopted here over which to present the progress made in reaching the current
state of climate observation. The time period of relevance differs from one variable to another and
from one type of observation to another. Moreover, detailed evidence of progress is more readily
available for recent years, reflecting a general improvement in the way that observing systems are
monitored and the way that monitoring information is reported and retained. This report has some
focus on the period since the Second Adequacy Report was prepared in 2002, and especially on the
period since 2009, when progress was last reported. The latter is achieved, in particular, through a
review of the progress made on each of the 138 actions formulated in IP-10.

Supplementary details to the 2004 and 2010 Implementation Plans related to satellite observations
and the requirements for data products based on them were published by the GCOS programme in
2006 and 2011. They were taken into account by the space agencies in their responses to the
satellite-specific actions and requirements set out by GCOS, as reported by the Committee on Earth
Observation Satellites (CEOS) to SBSTA in 2006 and 2012, respectively. The current status and plans
for space-based observation, including the status of product generation and supporting activities, are
reviewed extensively in this report, both in general terms and for individual climate variables and IP-
10 actions. This covers progress on most of the activities presented in the 2012 CEOS Response and
reported in its recent update (CEQOS, 2015). The latter provides additional details for many of the
satellite-related IP-10 actions that are reviewed in Appendix 1.

1.4 Outline, basis and limits of this report

Chapter 2 discusses a number of aspects of climate observation. It covers the need for and nature of
sustained observation of the climate system, and the internationally coordinated arrangements
under which observations are made and processed. It introduces networks and satellite
constellations in general, and discusses baseline and reference measurements. It discusses the
concept of the Essential Climate Variables (ECVs) that provides an organizational framework for this
and earlier GCOS reports, and the framework provided by consideration of the energy, hydrological
and carbon cycles. Although primarily intended for scene setting, it nevertheless notes the
developments since IP-10 was published.

Chapters 3—6, together with Appendices 1 and 2, are the heart of this report, where the bulk of the
material related to progress and current status is presented. Chapter 3 discusses cross-cutting and
overarching elements, while chapters 4, 5 and 6 focus, respectively, on the atmospheric, oceanic and
terrestrial domains. The ordering of chapter 3 reflects the ordering of the corresponding chapter of
IP-10, so as to link most clearly to the reviews of the related IP-10 actions that are provided in
Appendix 1. Chapters 4, 5 and 6 provide domain-specific introductions, discussions of networks and
other matters that are common to more than one ECV, and account for each of the individual ECVs.
Cross references are included to each of the domain-specific IP-10 actions reviewed in Appendix 1.
Chapter 7 provides the conclusions of this report.



Appendix 2 is a summary prepared by the UNFCCC secretariat on systematic observation as reported
in recent national communications from Parties to the Convention. Appendix 3 reproduces SBSTA
conclusions on IP-10, as noted earlier. Appendix 4 summarizes how this report was prepared, and
Appendix 5 lists the principal contributors. Appendix 6 sets out the GCOS Climate Monitoring
Principles (GCMPs). References are then given, followed by a list of acronyms and instrument names,
with corresponding web addresses where relevant.

This report is based largely on published material, including not only IPCC AR5, but also recent peer-
reviewed scientific publications, workshop proceedings, data-centre reports and observing-system
manuals and guides. It relies also on the expert judgement of the contributors and the public review
process summarized in the Foreword. More information is given in Appendix 4. In assembling the
report from these various sources, use has also been made of data and information provided by a
number of international climate data centres, for the purpose of preparing figures and tables that
quantify the current availability of climate data and how it has changed over time, and that illustrate
some of what the data have to show about climate. Use has been made in particular of the data
accumulated largely in near real time by the European Centre for Medium-Range Weather Forecasts
(ECMWEF), as used both for its forecasting activities out to the seasonal timescale and for climate
reanalysis. This was primarily for reasons of practicality, but it has enabled some informative cross-
checking with information available from data providers and archiving centres. The few instances
where near-real-time data receipt is evidently subject to regional practices are noted. In common
with earlier GCOS assessment and planning documents, this report, for the most part, does not
consider sets of observations made for quite limited durations, such as in field experiments for
specific research purposes or in calibration/validation (cal/val) campaigns for satellite missions,
important though these can be.

This report does not provide a complete set of references in the manner of IPCC reports, though it
does draw heavily on these reports. References are included when they are especially pertinent to
the topic in question, or when they report on very recent work. Even then, references are often used
simply to illustrate the availability or use of observations or a derived data product, and should not
be interpreted as implying that a referenced study or product is superior to a study or product that is
not referenced. Undertaking product validation and intercomparison was beyond the scope of what
was possible in preparing this report, although the availability and summary findings of such
assessments are reported.

This report does not recommend actions in the light of its finding concerning the status of the global
observation of climate. Recommendations will be made in the implementation plan under
development for publication in 2016.



2 CLIMATE OBSERVATION

2.1 Need for systematic observation

Systematic observation of the climate system serves many purposes. There are particular needs for
observations and derived data products to:

e Characterize the state of the global climate system and how it varies

e Monitor the natural and anthropogenic forcing of the climate system
e Enhance the understanding of climate and climate change

e Attribute climate events to causes

e Support the modelling and prediction of climate variability and change
e Project climate change information down to local scales

e Monitor the effectiveness of policies for mitigating climate change

e Assess the impacts of and vulnerability to climate and climate change

e Develop adaptive responses to reduce vulnerability to climate and climate change

Provision of observations for these purposes is essential for the implementation of climate
information services that contribute to sustainable national economic development and public well-
being. The climate-sensitive socioeconomic sectors for which decision-making and policymaking are
supported in this way are many, and include agriculture, biological diversity and ecosystem
management, coastal and marine protection, energy, financial services, fisheries, forestry, human
health, infrastructure for transport, urban settlement and building, tourism and water-resource
management. Under Articles 4 and 5 of UNFCCC, Parties to the Convention have agreed to promote
and cooperate in systematic observation of the climate system and development of data archives,
and to support international efforts to strengthen systematic observation. Many observations also
serve other conventions, research programmes and IPCC assessments. Needs include the recovery of
historical observations as well as the making of new ones.

Many of the observations that satisfy climate needs also meet other needs, and the primary
justification or funding stream for them may relate to these other needs. This is the case, in
particular, for the observations used for forecasting weather, air quality and sea state. Here, any one
observation may be used many times: verifying the forecasts made days, months or seasons
previously, initializing the forecast for days, months and seasons ahead, supporting the development
or quality assurance of improved models over future years, calibrating the forecasts produced by
these models, and characterizing climate through repeated use over decades or more ahead as
methods of reprocessing and reanalysis are improved.

The observational needs for climate itself have moved beyond those for monitoring and detecting
changes in averages over months, seasons and years. Access to data with high spatial and temporal
resolution, often in near real time, is required for planning the response to and minimizing the
impacts of climate change and variability, for monitoring and studying extremes and local impacts,
for making seasonal predictions, for attributing recent events and for general public communication.
Monitoring and responding to problems in the observing system also benefits from such access.
Moreover, the distinction between short-term forecasting and climate needs are blurred when it



comes to adaptation to climate change, as one way of reducing vulnerability to the more-severe
weather-related events that may result from climate change is to improve the forecasting of such
events at time ranges that are short, but that still allow time for a protective response. This is just
one aspect of disaster risk reduction, which more generally requires information based on
observations of atmospheric, oceanic and terrestrial variables across a range of timescales.

The different applications of observational data bring with them different requirements for levels of
measurement uncertainty, traceability to standards, timeliness of data supply, length and stability of
data record, product generation and so on. The requirements for observational coverage may be
quite uniform spatially for some purposes, for example, for monitoring global trends in temperature
or humidity. Requirements may, however, be quite local for other purposes. An example of where
observation of local working of the climate system is needed for understanding global impacts is that
of the melting of ice-sheet outlet glaciers and its contribution to sea-level rise. Adaptation may
require detailed observations for key coastal regions or the regions over land where there is high
vulnerability to a particular impact, for example, related to disease or agricultural production. Also,
the importance of one particular type of observation relative to another may differ from one type of
application to another, and can be easier to demonstrate for one application than for another. This
has to be kept in mind when considering the status of the observation of a particular variable and
implications for observing-system design and improvement.

2.2 Nature of climate observation

Observation of climate relies on a complementary mix of remote-sensing and in situ measurement.
There are needs for both types of observation, and each has its strengths and weaknesses. Much of
the remote-sensing is from space, involving passive sensing of the electromagnetic radiation emitted
or reflected by the climate system in the spectral range from ultraviolet (UV) to microwave (MW)
frequencies, active sensing of the reflection by the climate system of radiation emitted by the
satellite, sensing of the occultation of solar and stellar radiation and of Global Satellite Navigation
System (GNSS) signals, and sensing of local variations in mass of the climate system from variations in
the gravitational field experienced by the satellite. In addition to in situ measurement of the physical,
chemical and biological states of the climate system, there is an increasing need also to gather
socioeconomic data for estimating and developing the modelling of anthropogenic impacts on
climate, and of the impacts of climate variability and change on human and other life.

Satellites can provide the global or near-global coverage that is needed to describe climate, but their
data for the atmosphere are limited in the extent to which near-surface conditions and fine-scale
vertical structure in general can be resolved, and in the extent to which information can be provided
on wind and below clouds. The information provided from space for ocean and land is largely
restricted to the near-surface layer, although important inferences can be drawn on bulk properties
from altimetry and gravimetry. In situ data are an essential complement, sampling depths and
variables that are beyond the view from space, and providing detailed structures and longer
historical records. They also serve as anchor points that support the calibration and validation of
satellite observations and derived data products. In situ data generally have far from uniform
geographical coverage, however, and a multiplicity of national institutional arrangements for making
the required types of measurement poses challenges related to overall observing-system
management, long-term funding and open international data availability.



Observations in general are subject to changes over time in coverage and resolution, and in biases
and other error characteristics. Even a generally welcome improvement in coverage may cause a
spurious trend or shift in a global data product. This makes monitoring and understanding long-term
variability and change a challenge. Addressing this challenge has led to activities directed towards
reprocessing data to achieve homogenization or intercalibration by adjusting for differences in bias
inferred from comparing the data from different types of observations or different instruments.
Reprocessing may also be undertaken to benefit from improved knowledge of instrument
characteristics or better methods of generating gridded data products from the raw measurements.
A modelling framework may also be used to assist in the integration of data of various types and
accuracies, using the data-assimilation approach established for initializing weather forecasts, in the
process known as reanalysis.

2.3 Implementing agencies and international coordination

No single nation or region of the world has the capabilities and resources to develop a complete
global climate observing system, not least because in situ observations are required over national
territories, including airspace and coastal ocean zones. Other major factors are the costs of meeting
the increasing requirements for space-based observation and in situ observation in international
waters that have been made feasible by technological advances. This has been recognized by the
establishment and evolution of various arrangements for the international collaboration and
coordination that are essential for effective provision of the observations needed to support climate
science and services.

2.3.1 National and regional agents for implementation

While many global observing systems and networks are recognized by the name of a coordinating
international programme, it is primarily nations that provide climate observations. This includes
direct contributions by bodies such as National Meteorological and Hydrological Services (NMHSs),
oceanographic institutions and space agencies. Contributions may also be made through formal
bilateral or multilateral collaborations, and through direct support of the international programmes.
The latter includes the assuming of particular responsibilities such as operating an international data
centre, monitoring the performance of a global observing system or contributing to working groups
that develop international practices and standards. Many examples of the specific contributions by
nations are given later in this report, though not all can be mentioned. National contributions may be
supported from either operational or research funding streams; operational funding often carries
some expectation that it will support sustained observation, though, in practice, both types of
funding can suffer from budget cuts, and observations may be subject, in both cases, to constraints
that prevent them from being made freely available.

A substantial part of the contribution of many European states to the global observing system for
climate is through highly developed collaborative arrangements, some of which involve partnerships
outside Europe. Intergovernmental agencies, the European Organisation for the Exploitation of
Meteorological Satellites (EUMETSAT) and the European Space Agency (ESA), and ECMWEF,
respectively, provide space-based observation and environmental monitoring and forecasting.
EUMETNET is a grouping of European National Meteorological Services that provides a framework for
organizing cooperation which currently includes programmes for meteorological and marine-surface
observation and support for members’ activities in climate observation, products and services.



Contributions through the European Union (EU) have been significantly enhanced by the
establishment of an operational programme, Copernicus, that provides observations and services
covering atmosphere, ocean and land, including climate change. EU also funds collaborative research
projects in areas of climate observation.

Various other regional collaborative arrangements have been established related to climate
observation. Some, such as the GOOS Regional Alliances, have been set up as part of wider
international coordination. WMO Regional Climate Centres are being instituted to provide
operational climate monitoring and data services as part of the regional infrastructure of GFCS. A
number of regional networks of tower sites measuring vertical fluxes of carbon dioxide (CO,), water
vapour and energy, such as AMERIFLUX, AsiaFlux and from European initiatives, are combined with
national networks such as those for Australia, Canada, China and Japan, in the Flux and Energy
Exchange Network (FLUXNET) “network of regional networks”. Regional activities under the GCOS
programme are discussed in section 3.1.

Observations are also made on a commercial basis, either by an end user with a specific need for
local observation for its own use, connected with agriculture for example, or by a commercial
provider that sells the data to its customers, who may include a national agency with an
observational requirement. Here, the licence arrangements for onward data supply determine
whether such observations can be regarded as a useful contribution to the global observing system
for climate. Publicly funded observations may also not reach the public domain, regardless of a
country’s data policy. This can happen when automatic weather stations (AWSs) are installed to
meet the local need of a development project, but the installation does not involve the NMHS of the
host country, which might otherwise advise on implementation and operation, and arrange data
collection and transmission.

There is also a past and now revitalized tradition in some countries for volunteers to make available
their observations of basic climate variables. Volunteers are now also playing a role in digitizing the
contents of scanned historical data records. The Internet has opened up new opportunities for such
voluntary contributions.

2.3.2 International arrangements for coordination and assessment

Formal international coordination of weather observation can be dated back to the First
International Meteorological Conference in 1853 and the establishment, 20 years later, of the
International Meteorological Organization. Since 1950, it has been undertaken under the auspices of
WMO, a specialized agency of the United Nations whose interests today extend to include water,
climate and related environmental matters. Coordination of ocean observation falls under 10C,
founded in 1960, which works together with WMO on areas of joint interest, in particular through
their Joint Technical Commission for Oceanography and Marine Meteorology (JCOMM).

Promotion of scientific cooperation in space was established by ICSU in 1958 through formation of
the Committee on Space Research (COSPAR) at a time when the first artificial Earth-orbiting
satellites had been launched by the Russian Federation and the United States of America, and in the
light of the successful programme of internationally coordinated observation being undertaken
during the International Geophysical Year. Since then, the changing political environment and
emergence of additional providers of observations from space have led to new mechanisms for the



coordination of activities among the national and intergovernmental agencies that operate space
programmes. COSPAR nevertheless continues to fulfil its original role. Indeed, this report draws on a
parallel COSPAR-sponsored study of the road map to 2025 for observations in support of integrated
Earth-system science.

The Coordination Group for Meteorological Satellites (CGMS), formerly the Coordinating Group for
Geostationary Satellites, came into being in September 1972, when representatives of Europe, Japan
and the United States, and observers from WMO and the Global Atmospheric Research Programme,
met to discuss questions of compatibility among geostationary meteorological satellites. CGMS
promotes coordinated operation and use of data and products from its members’ satellite systems,
in support of operational weather monitoring and forecasting, and related aspects of climate
monitoring.

CEOS was established in 1984 with the broader remit of coordinating international efforts for Earth
observation as a whole. Its original focus was on interoperability, common data formats,
intercalibration of instruments, and common validation and intercomparison of products. CEOS now
also provides an established means of communicating with external organizations to respond to
requirements for Earth observation. It works jointly with CGMS in developing a strategy, together
with the WMO Space Programme, for climate monitoring from space (Dowell et al., 2013), and
through a working group on climate.

The World Climate Research Programme (WCRP) also plays an important role in climate
observation, in addition to its fundamental promotion of research into the functioning, modelling
and prediction of climate. It was established in 1980 to follow on from the Global Atmosphere
Research Programme, under the sponsorship of WMO, I0C and ICSU. WCRP works with GCOS in
several ways, including through a set of expert panels on climate observation for atmosphere, ocean
and land (Atmospheric Observation Panel for Climate (AOPC), Ocean Observations Panel for Climate
(OOPC) and Terrestrial Observation Panel for Climate (TOPC)) and through its Data Advisory Council.
Within its component projects, it has important initiatives on assessment of observational datasets
and their use in evaluating models. It has worked with partners such as the ICSU-sponsored
International Geosphere-Biosphere Programme (IGBP), which also has observational interests,
through their joint membership of the Earth System Science Partnership (ESSP). This is being
superseded by arrangements being established with Future Earth, which is absorbing all members of
ESSP other than WCRP.

The co-sponsored programme for GCOS itself dates back to 1992 (Houghton et al., 2012). Some of its
activities have already been introduced; others are discussed later in this report. A review of the
programme has recently been completed by a board established by the sponsors (GCOS, 2014aq). It
characterized GCOS as an active and successful programme serving a broad range of user needs,
expressed no doubt that the programme should be continued, and developed a set of 18
recommendations to the sponsors aimed at ensuring the fitness of the programme for the future.

More recently established, in 2003, and with the broadest remit concerning observation, the Group
on Earth Observations (GEO) is an ad hoc intergovernmental group of about 100 countries and the
European Commission (EC) that works with participating international organizations to foster new
projects and coordinated activities across the full range of Earth observation. GEO is building the
Global Earth Observation System of Systems (GEOSS) to provide a framework for integrated



observation that supplements the arrangements under which contributing pre-existing systems
operate. Its activities over its initial 10 years of operation were organized into nine societal benefit
areas (SBAs) and cross-cutting initiatives. These SBAs include some, among them weather and
climate, for which observation and modelling play a central role, and others, such as disasters and
health, that benefit from observational products. Cross-cutting initiatives include an important
emphasis on data sharing. GEO is currently developing a new strategic plan for implementing GEOSS,
to run from 2016 to 2025.

The Future Earth initiative, launched in 2012 by a multipartner alliance including ICSU, UNEP,
UNESCO and WMO, aims to establish a capability to monitor and forecast changes in an Earth system
that includes interacting human activities, as part of the provision of the knowledge needed to
determine pathways to global sustainability. A further collaboration of UNEP, UNESCO and WMO is
the Programme of Research on Vulnerability, Impacts and Adaptation (PROVIA). It is currently
envisaged that neither Future Earth nor PROVIA will establish major new infrastructure for Earth
observation or gathering socioeconomic data, but rather that they will work with existing observing
systems and coordinating bodies, communicating new data needs as their programmes develop and
identify them. Future Earth nevertheless is absorbing projects from pre-existing Earth-system science
programmes that include observational components, as noted above in the case of IGBP.

The discussions of individual ECVs and the associated IP-10 actions contained in this report identify
some of the subsidiary and other bodies that provide overviews and assessments of climate
observations and data products. Not noted explicitly in many cases is the overarching roles of the
GCOS and GOOS panels in keeping under review the observation of all ECVs for their respective
domains. The Global Energy and Water Exchanges (GEWEX) Data and Assessments Panel, formerly
the GEWEX Radiation Panel, of the WCRP core GEWEX project, coordinates assessments of data
products on variables and fluxes related to aerosols, clouds, precipitation, radiation and water
vapour. Another core WCRP project, Stratosphere-troposphere Processes And their Role in Climate
(SPARC), is also particularly active in assessment.

2.3.3 Principal atmospheric, oceanic and terrestrial observing systems

Several organizational developments related to the principal observing-system components for
atmosphere, ocean and land have occurred in recent years.

The establishment of WIGOS as the framework for the integrated functioning of all WMO observing
systems and the contribution of WMO to GOOS, GTOS and the overall global observing system for
climate took an important step forward in 2015 with the approval of regulatory material by the
seventeenth World Meteorological Congress, and the decision by the Congress that WIGOS will enter
a four year pre-operational phase at the beginning of 2016. The observing systems that comprise
WIGOS are the Global Observing System of the World Weather Watch programme (WWW/GOS), the
observing components of the Global Atmosphere Watch (GAW) Programme, the WMO Hydrological
Observing System and the observing component of the Global Cryosphere Watch (GCW). WIGOS
encompasses both surface-based networks and space-based observation. GCOS/WCRP AOPC works
in conjunction with WIGOS bodies.

The governance of GOOS was revitalized by the 2011 10C General Assembly. The new GOOS Steering
Committee has set up an expanded structure with three expert panels. This includes OOPC, which
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GOOS sponsors along with GCOS and WCRP. The other panels cover biogeochemistry (through an
expansion of the International Ocean Carbon Coordination Project; I0CCP) and biology and
ecosystems. Coastal observations are now a core responsibility of each of the GOOS expert panels,
rather than being handled by a separate body.

GTOS differed from the other two main contributing climate observing systems in that it was
operated under a secretariat hosted by the Food and Agriculture Organization of the United Nations
(FAO), which is not a sponsor of GCOS. The GTOS Secretariat provided substantial support to
terrestrial aspects of the GCOS programme during preparation of the Second Adequacy Report and
2004 Implementation Plan. The sixteenth World Meteorological Congress recommended in 2011 that
WMO consult with its fellow sponsors of GCOS to consider the potential pros and cons of adding FAO
as a fifth sponsor of GCOS, given its lead role in GTOS. In practice, however, the support offered to
terrestrial aspects of the GCOS programme by the GTOS Secretariat had dwindled over the years, and
there has been no support from FAO or its co-sponsors for a functioning secretariat and steering
committee for GTOS since 2011. Amelioration has been provided, to a degree, by the continued
functioning of the GCOS/WCRP-sponsored TOPC, and by internationally coordinated activities for
terrestrial observation under the ESA-funded Global Observation of Forest and Land Cover Dynamics
(GOFC-GOLD) project, WMO hydrological and cryospheric systems under WIGQOS, FLUXNET and
several CEOS initiatives. The situation nevertheless remains far from satisfactory; particular
consequences are noted later in this report.

2.4 Tiered observing networks and constellations

The GCOS programme has adopted a tiered concept of comprehensive, baseline and reference
networks of observing sites, each of which meets a different subset of the needs for climate data
discussed in section 2.1.

Comprehensive networks are those that provide data of general quality with the highest spatial and
temporal resolution, and the shortest latency of data supply. They are receiving increased attention
than hitherto due to the demands for data on extremes, impacts and adaptation, and due to the use
of their observations in data-assimilation systems for reanalysis and initializing forecasts. Baseline
networks involve a limited number of selected locations that are globally distributed and provide
long-term high-quality data records for characterizing continental- and global-scale variability and
trends. They should have a greater degree of monitoring and management than comprehensive
networks. Reference networks are the sparsest in terms of coverage, but make the highest-quality
observations. These should be metrologically traceable with well-quantified uncertainty, to be used
to generate reliable long-term time series and applied for the calibration or validation of other types
of observation and derived data products.

These concepts apply also to satellite observing systems. Groups or constellations of satellites
making a particular type of measurement may include or be supplemented by a smaller baseline set
of instruments providing particularly stable measurements, with the as-yet-unrealized addition of
one or more reference missions flying instruments of the highest feasible quality making
measurements that are traceable to standards wherever possible.

Although it is, in principle, desirable to establish and operate networks of all categories for all climate
variables, this goal is presently unrealistic. Moreover, the optimal network densities and tiering vary
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depending on the variable under consideration. Baseline networks are discussed in a number of
places in this report. Attention for reference observation has been focused on the development of
the GCOS Reference Upper-Air Network (GRUAN) through involvement of AOPC and its Working
Group on GRUAN in the governance and implementation of this new network, working in
conjunction with the Lead Centre provided by Deutscher Wetterdienst (DWD). Establishment of
GRUAN was a key action called for by the GCOS programme in its 2004 Implementation Plan.
Generally though, the notion of a reference set of observations is not used in a very precise way
within the climate observation community, and this is reflected in the use of the terminology in this
report. A new EU-funded project, Gap Analysis for Integrated Atmospheric ECV Climate Monitoring
(GAIA-CLIM), aims to advance the definition, documentation and implementation of the tiered
approach to characterizing observations; it is building in part on COordinating Earth observation data
validation for RE-analysis for CLIMAte ServiceS (CORE-CLIMAX), an earlier EU project that is
referenced several times in this report.

IP-10 also discusses ecosystem monitoring sites. Here, long-term observations of ecosystem
properties, including biodiversity and habitat properties, are made in order to study climate impacts.
These measurements need to be made together with observations of the local physical climate and
changes in the surrounding environment, such as related to land and water use.

2.5 Essential Climate Variables

The concept of ECVs emerged during the first decade of the GCOS programme, and has become well
established following the original listing of ECVs as such by GCOS in its Second Adequacy Report
(GCOS, 2003). The concept, its provenance, rationale and uptake, and the challenges and
opportunities for its further development are discussed by Bojinski et al. (2014).

Figure 1 presents the concept in schematic form. ECVs are more than a list of variables or groups of
related variables for which observations and data products are required to support climate
monitoring, forecasting, research, service provision and policy. Aside from relevance, widespread
observation of the variable (or of closely related quantities) must be technically feasible and cost-
effective. Knowledge of existing observing capabilities, climate datasets and the level of scientific
understanding provides the foundations for selecting ECVs from a pool of climate-system variables.
In addition, guidance is needed to refine observation and the generation of data products, and to
facilitate the use of data on ECVs; user requirements capture the data needs across sectors, climate-
focused principles guide the operation of observing systems and infrastructure, and guidelines for
the generation of ECV data records promote good practices by providers and informed application by
users, addressing such issues as availability of metadata, provisions for data curation and
distribution, and needs for quality assessment and peer review.

The original list of ECVs provided the organizational basis for the 2004 Implementation Plan and its
satellite supplement. A minor revision to the set, including a few changes in terminology, was made
in IP-10, which likewise was organized around ECVs, as reflected in chapters 4-6 of this report. The
IP-10 list remains current, and is presented in Table 1.
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Figure 1. Concept of ECVs. Adapted from Bojinski et al. (2014).

Table 1. ECVs, as defined in IP-10

Measurement
domain

Essential Climate Variable

Atmospheric

Surface:

Upper-air:

Composition:

Air temperature, wind speed and direction, water vapour, pressure,
precipitation, surface radiation budget

Temperature, wind speed and direction, water vapour, cloud
properties, Earth radiation budget (including solar irradiance)

Carbon dioxide, methane, other long-lived greenhouse gases, ozone
and aerosols, supported by their precursors

Surface: Sea-surface temperature, sea-surface salinity, sea level, sea state,
sea ice, surface current, ocean colour, carbon dioxide partial
Oceanic pressure, ocean acidity, phytoplankton
Subsurface: Temperature, salinity, current, nutrients, carbon dioxide partial
pressure, ocean acidity, oxygen, tracers
River discharge, water use, groundwater, lakes, snow cover, glaciers and ice caps,
Terrestrial ice sheets, permafrost, albedo, land cover (including vegetation type), fraction of

absorbed photosynthetically active radiation, leaf area index, above-ground

biomass, soil carbon, fire disturbance, soil moisture
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The first listing of ECVs was accompanied by the development of a status report on them. The report
also covered a few other key variables and air—sea fluxes. It included the reasons why observation of
each variable was important, the contributing observations including GCOS-designated baseline
networks, data-management issues, available data products and then-current capabilities, issues and
priorities. It was intended to be published as a supplement to the Second Adequacy Report, but
exists only as a draft document that is now out of date. However, the information contained in the
present report in ECV-specific domain sections 4.3, 4.5, 4.7, 5.3, 5.4 and 6.3 provides, in essence, an
update of the unpublished material that was developed alongside the Second Adequacy Report.

2.6 Climate-system cycles

The working of the climate system is commonly studied, characterized and presented in terms of the
cycling of water and carbon through the system, and the receipt, transfer and export of energy by
the system. The build-up of carbon in the atmosphere, ocean and terrestrial biosphere due to human
activities, the consequent accumulation of thermal energy in the system, changes to the distribution
of rainfall and the melting of ice are fundamental elements of climate change. Research and
monitoring programmes are accordingly often organized around one or other of the cycles.

Each of the current ECVs can be linked directly or indirectly to at least one of the energy, hydrological
and carbon cycles. A clear majority can be linked to at least two, and about a third relate to all three
cycles, although the degree of relevance varies from ECV to ECV and cycle to cycle. This too makes
the GCOS approach of using domain-based ECVs as an organizational framework a practical one,
although as recognized in IP-10, some of the important links between the domains and within the
cycles and application areas may thereby be obscured. A similar remark applies if the primary focus
of study is the cryosphere rather than one of the cycles. The ECV- and domain-based approach in
particular run the risk that insufficient attention is paid to the key fluxes between the domains.

Other cycles of constituent species also play a part in climate change. In particular, the nitrogen cycle
is linked to the carbon cycle through the metabolic needs of organisms for these two elements.
Nitrogen is also linked to sulphur through their joint role in aerosol production. Indeed, prior to
establishment of the set of ECVs, TOPC developed a plan for climate-related terrestrial observations
(GCOS, 1997) that identified a larger set of “key variables”, including some related to the cycles of
nitrogen and phosphorus. The IPCC (2013) report expressed confidence that low nitrogen availability
will limit carbon storage on land. The limiting role of phosphorus was considered more uncertain, but
could become more severe than that of nitrogen on centennial timescales.
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3 OVERARCHING AND CROSS-CUTTING ELEMENTS

The topics discussed in this chapter follow the order of the overarching and cross-cutting topics
discussed in the corresponding chapter 3 of IP-10. This is to enable sequential reference to be made
to the reviews of the corresponding IP-10 actions (C1-C23) presented in Appendix 1.

3.1 Planning and reporting

The individual component observing systems for climate and international data centres almost all
operate within their own plans, procedures, standards and regulations, coordinated by the agents for
implementation as discussed earlier. IP-10 called on all agents for implementation to adjust their
activities to respond to the actions identified in the plan. In particular, it formulated Action C1, which
invited participating international and intergovernmental organizations to review and update their
plans in the light of IP-10, in order to ensure that they better serve UNFCCC needs. Many of the
responses from organizations are listed in the review of this action in Appendix 1. They are evident in
the reports on individual items, including the reviews of other IP-10 actions.

The needs for global climate observations and products can be addressed only if plans are developed
and then implemented in a coordinated manner by national and regional organizations. Climate
observing activities are not commonly coordinated, planned and integrated across the atmospheric,
oceanic and terrestrial domains at the national level, although such activities may be well
coordinated within particular domains, particularly in the case of meteorological observation. The
required national coordination mechanisms and plans for systematic observation of the climate
system are usually best sustained when national coordinators or committees are designated and
assigned responsibility to coordinate planning and implementation of systematic climate observing
networks and associated activities across the many organizations and agencies involved with their
provision.

All four sponsors of GCOS, and the GCOS programme itself, have advocated the establishment of
GCOS National Coordinators and GCOS National Committees. This led to a growth in the number of
National Coordinators from 11 in October 2006 to 23 in May 2010. IP-10 Action C2 renewed the call,
but the number of National Coordinators had increased only to 26 by May 2015. Further discussion is
given in the review of the action in Appendix 1. There has likewise been a modest increase in the
number of National Focal Points for GCOS and Related Climatological Data designated by WMO
Members. National Focal Points have the task of monitoring and reporting on the availability and
quality of data from the surface and upper-air meteorological networks relevant for climate, and are
151 in number in the list published by WMO in September 2015. Regional coordination is provided by
a set of nine WMO Commission for Basic Systems (CBS) Lead Centres for GCOS. Meetings of Lead-
Centre representatives were held in 2011 and 2013. Reports are available at
http://www.wmo.int/pages/prog/gcos.

The GCOS Regional Workshop Programme, completed in 2006, provided a framework for interested
nations to work together to identify both national and GCOS network needs in each of the 10 regions
covered by the programme. The primary achievement of the programme was development of a set
Regional Action Plans (RAPs). However, despite repeated calls by COP and SBSTA to Parties in a
position to do so to support the implementation of the projects contained in RAPs, it was reported
(GCOS, 2009) that lack of funding had restricted the number of projects that had been implemented,
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and that some of the earlier RAPs needed to be brought up to date. IP-10 accordingly formulated
Action C3 calling for review of the projects contained in RAPs, and for RAPs to be updated and
revised as necessary. The review of the action in Appendix 1 discusses the limited progress achieved
since then.

IP-10 recognized that the reporting of activities on systematic climate observation undertaken by
Parties to UNFCCC as part of their national communications had been a valuable contribution to the
planning and implementation of the global observing system for climate. Its Action C4, reviewed in
Appendix 1, recorded the need for reporting to the UNFCCC secretariat on systematic climate
observations using current guidelines. The latest national communications have provided
information that was helpful for the formulation of this report.

3.2 Towards sustained networks and systems

Important observations of many variables of the climate system are made in the context of research
programmes or by space agencies whose primary mission is research and development. This is
particularly so in the atmospheric-composition, oceanic and terrestrial domains. Once methods are
sufficiently mature to guarantee a sustained set of observations to known and useful levels of
accuracy and stability, they need to be sustained into the future as an operational observing system.
The operational system includes the acquisition, transmission, analysis and archiving of the data
housed in an organization with an appropriate institutional mandate and sustained funding. Often,
the optimum arrangement is for some, if not all, of this chain of operations to be funded as part of a
research institution’s responsibility; in other cases, it may involve the transfer of responsibility from
an organization with a research mandate to one with an operational mandate. Such a transfer of
responsibility also implies sustained dialogue between the operational entities and the research
community so that the operational arm may benefit from or respond to scientific advances. Some
success has been achieved in ensuring an orderly process for sustained operation of research-based
networks, as called for in IP-10 Action C5, although overall progress on this action, as reviewed in
Appendix 1, is judged to have been moderate.

The importance of implementation of GCMPs (Appendix 6) by those institutions contributing to the
operation of sustained networks and systems, especially baseline components, and the support for
this by the bodies responsible for coordinating such networks and systems, was restated in IP-10. The
plan also recognized the need to characterize the uncertainties associated with every measurement,
working towards traceability to International System of Units (SI) standards where possible, in
collaboration with national metrological institutes. These considerations were embodied in IP-10
Action C6, for which the moderate progress made is reviewed in Appendix 1.

3.3 International support for critical networks

The climate system is global, and the impacts of variability and change can be located far from their
source. Monitoring, modelling and prediction all require global data. Filling of gaps in observing
networks and making the observations widely available is in the long-term interests of all. Sustaining
critical networks can accordingly be viewed as an international responsibility, even if the
predominant contribution to many atmospheric and terrestrial networks comes from countries
making observations within their own borders.
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Despite progress, many countries, especially the least-developed ones and the small island
developing States, still do not have the capabilities or resources to provide the essential in situ
observations or carry out associated analysis of climate data. One of the technical assistance
programmes that helps to address these difficulties is the GCOS Cooperation Mechanism (GCM). The
support provided by the mechanism involves focused capacity-building and improvement of
infrastructure, and, in some cases, has to include funding of operating expenses associated with
making observations using radiosondes. It is evident from much that is presented in this report and
others that the requirement for support continues. Although IP-10 called for more contributions by
developed countries to the GCOS Cooperation Fund as one means of assisting developing countries
to improve their climate observing networks, the review of the corresponding action (C7) provided in
Appendix 1 reports a significant reduction in donations since 2010. It has nevertheless still been
possible to undertake a number of projects under GCM in recent years, as listed in the review.

GCM is just one of many multinational and bilateral programmes that provide technical assistance.
This makes it difficult to assess the overall level of international support for the functioning of critical
networks.

3.4 Space-based observation

3.4.1 Introduction

In situ observing networks are largely specific to particular domains or ECVs, although there are links
between atmosphere and either ocean or land in the measurement of near-surface variables. These
networks are discussed in chapters 4, 5 and 6 below. In contrast, the measurements made from a
particular satellite often relate to all domains, or involve common issues across the domains. This
section 3.4 thus discusses general matters related to space-based observation, covering the various
topics on which needs were addressed in the broad and multifaceted IP-10 Action C8. Further
discussion specific to particular ECVs is given where appropriate in chapters 4—6.

3.4.2 Sustained satellite observing systems for weather and climate

Routine sustained delivery of data from operational polar-orbiting and geostationary satellite
systems is fundamental to the provision of services for weather, climate and other environmental
aspects. China, the European member states of EUMETSAT, India, Japan, Republic of Korea, Russian
Federation and United States each currently operate multi-instrumented meteorological satellites
that address a spectrum of needs. Several international agreements cover deployments and data
exchange. Established series of satellites deliver data in near real time that are vital for numerical
weather prediction, but much of the data also make important contributions to the climate data
record.

Long-standing cooperation in the operation of geostationary systems has already been noted. This
includes instances of the deployment of a backup geostationary satellite of one operator over the
region normally covered by another operator, when needed to avoid gaps. Cooperation on polar-
orbiting systems has included flying European instruments on United States platforms and vice versa.
More recently, the United States and Europe have formalized the Joint Polar Satellite System (JPSS)
concept, in which responsibilities for the “mid-morning” and “afternoon” sun-synchronous polar
orbits are shared. Figure 2 shows the United States view of its resulting polar-satellite programme,
comprising coverage of the mid-morning orbit by first- and second-generation European polar-
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orbiting meteorological satellites (Metop and Metop-SG) and of the afternoon orbit by National
Oceanographic and Atmospheric Administration (NOAA) satellites, supplemented by coverage of the
“early-morning” orbit by satellites of the United States Defense Meteorological Satellite Program
(DMSP).

Figure 2. NOAA, EUMETSAT and United States Department of Defense (DoD) polar operational

satellite programmes as of April 2015
Source: NOAA/NESDIS, downloaded from www.nesdis.noaa.gov/flyout schedules.html

Current coverage from polar orbit by European and United States satellites is better than expected
for coming years, as long-lived NOAA satellites of the previous generation overlap both with the first
of the next-generation NOAA system and with two overlapping European satellites, as indicated in
Figure 2. Figure 3° presents examples showing the data distributions from many, though not all, of
the instruments (including one flown by the National Aeronautics and Space Administration (NASA))
providing temperature and humidity information used by ECMWF in mid-February 2015. Data from
MW and infrared (IR) sounders (Advanced Microwave Sounding Unit (AMSU), Atmospheric InfraRed
Sounder (AIRS), Infrared Atmospheric Sounding Interferometer (IASI) and High-resolution Infrared
Sounder (HIRS) instruments; panels (a) to (d) of the figure) give almost-complete six hourly global
coverage, and are complemented by clear-sky radiance data from geostationary orbit (panel (e),
showing data points from European, Japanese and United States systems) and globally well-

2 Figures without an acknowledged source have been prepared especially for this report, using ECMWF
facilities.
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distributed data from Global Positioning System (GPS) radio occultation (RO; panel (f); here from
European, United States and joint Taiwanese—United States missions).

(@ AMSU-A s one iz (b) AMSU-Band MHS

T T

Figure 3. Examples of data coverage by satellite instruments providing data relating to
temperature and humidity, based on ECMWF maps of operational data receipt for the six hour
period from 2100 UTC on 17 February to 0300 UTC on 18 February 2015. Colours denote different
satellites.

An important contributor to overall capability for coming years will be the series of Chinese Feng-Yun
(FY)-3 polar-orbiting meteorological satellites. Here CGMS, with input from the GCOS programme,
has played a role through discussion and presentation of the case for complementary coverage of
the early-morning orbit by changing the planned deployment of two FY-3 satellites (Eyre and
Weston, 2014). FY-3 also provides resilience for other orbits, for which Figure 2 shows a nominal gap
in 2017 in the case of the afternoon orbit. A bilateral cooperation agreement between EUMETSAT
and the China Meteorological Administration includes arrangements for data and product exchange.
ECMWEF started operational assimilation of data from the MW humidity sounder on the FY-3B
satellite in September 2014.

Generation of operational sea-surface temperature (SST) products makes use of a variety of satellite
data, some from the operational polar-orbiting and geostationary meteorological satellites and
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others from missions that are nominally for research and development (section 3.4.4). Here too,
collaborative arrangements have been established, both through international coordination
mechanisms, for example, the CEOS “virtual constellation” for SST, and through bilateral
arrangements, such as that between Japan and the United States for use of all-weather C-band
passive MW data from the Advanced Microwave Scanning Radiometer (AMSR)2 instrument on the
Japan Aerospace Exploration Agency (JAXA) Global Change Observation Mission - Water (GCOM-W1)
satellite.

Operational altimeter data are presently delivered by the Ocean Surface Topography Mission/Jason-
2, a joint venture between Europe and the United States, which is a partnership that will be
continued by the forthcoming launch of Jason-3. The planned follow-on Jason Continuity of Service
(Jason-CS) mission has been designated as Sentinel-6, with launches envisaged in 2020 and 2026.
This should ensure continuity of a data record that stretches back more than two decades to the
1992 launch of the Topography Experiment (TOPEX)/Poseidon.

3.4.3 European Copernicus programme

Copernicus is a major European programme for operational Earth observation and associated service
delivery that complements and substantially extends the operational programmes discussed above.
The launch in April 2014 of Sentinel-1A saw the first spacecraft in orbit out of a series of six so-called
Sentinel families (Figure 4) that should all be operational within the next six or so years. It was
followed by the launch of Sentinel-2A in June 2015. ESA is responsible for developing the Sentinels
on behalf of EU; operation will be shared with EUMETSAT, while other institutions provide products
and services based on the data from these and complementary satellites. Each Sentinel family is
associated with a series of satellites that are expected to be replenished as age or health dictates.
Copernicus data and products are free and open to access and use. Berger et al. (2012) discuss their
potential for addressing some of the challenges associated with advancing Earth-system science.

The Sentinels cover near-term environmental monitoring and forecasting as well as climate. Sentinel-
1 will comprise, in due course, an orbiting pair of C-band Synthetic Aperture Radar (SAR) satellites
(1A and 1B) for operational monitoring and disaster response. Sentinel-2A is a complementary
optical imaging satellite that will likewise be subsequently joined in orbit by Sentinel-2B. Sentinels 3
to 5 have different goals, using radiometers and spectrometers to measure a wide range of variables
from SST to air pollution. Further discussion is given in later sections for individual ECVs. Sentinel-4
and Sentinel-5 will not be separate satellites; the Sentinel instruments will be deployed instead on
operational meteorological geostationary (Meteosat Third Generation) and polar-orbiting (Metop-
SG) platforms. A dedicated Sentinel-5 precursor satellite has however been developed for launch in
2016, to minimize the shortfall in key atmospheric-composition data resulting from the loss of the
Environmental Satellite (Envisat) in April 2012 and to extend the type of observation provided by the
Ozone Monitoring Instrument (OMI) on the Earth Observing System (EOS) Aura satellite and by the
Global Ozone Monitoring Experiment (GOME)-2 on Metop. As already noted, Sentinel-6 is the Jason-
CS mission.
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Figure 4. Overview of the satellites of the Copernicus system
Source: ESA

3.4.4 Missions for research and development, and challenges of continuity

Beyond the sustained observations provided by operational programmes such as those discussed in
the preceding two subsections, many space agencies operate time-limited missions for short-term
measurement of quantities not covered by the operational programmes, for understanding
processes and enhancing their modelling, or for development and demonstration of new capabilities.
Such missions are increasingly carried out through the cooperative efforts of more than one agency.
They sometimes involve either repeated deployment of a particular type of instrument or the
deployment of an instrument similar in type to an earlier one, and this may be followed by
implementation of the type of measurement within operational programmes. They may thus provide
part of a much longer time series of critical measurements, and as such, may provide data that are
used for climate monitoring or reanalysis, with recalibration as needed. One example is that of data
on ocean surface vector wind provided by scatterometers on the European Remote Sensing (ERS)
satellites ERS-1 and ERS-2, and on QuikSCAT, Metop-A, Metop-B, Oceansat-2 and HY-2A satellites,
and by the RapidScat instrument on the International Space Station (ISS). Others include the data on
aerosol optical depth (AOD) provided by the Moderate Resolution Imaging Spectroradiometer
(MODIS) instruments on two EOS satellites and the Visible Infrared Imaging Radiometer Suite (VIIRS)
instrument on the Suomi National Polar-orbiting Partnership (Suomi NPP) satellite, and on ocean
surface-wave height from the radar altimeters on ERS-1, ERS-2, Envisat, Jason-2, CryoSat and SARAL.
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Groups of related missions include those measuring Soil Moisture and Ocean Surface Salinity (SMOS,
Aquarius/SAC-D and SMAP), sea-ice thickness (CryoSat and the forthcoming Ice, Cloud, and land
Elevation Satellite (ICESat)-2) and clouds, aerosols and radiation (the A-train set comprising Cloud-
Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO), CloudSat and Polarization and
Anistropy of Reflectances for Atmospheric Sciences coupled with Observations from a Lidar
(PARASOL), and the forthcoming EarthCARE). CO, provides a further example, with column
measurements from the SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY
(SCIAMACHY) instrument on Envisat followed by those from the dedicated Greenhouse Gases
Observing Satellite (GOSAT) and Orbiting Carbon Observatory (OCO)-2 missions, with continuation to
be provided by OCO-3 and GOSAT-2, supplemented by upper tropospheric measurements from
hyperspectral IR sounders beginning with AIRS on EOS Aqua and continued by instruments such as
IASI on operational meteorological platforms. As noted already for SST, an organizational framework
for space agencies to coordinate their related activities for several individual variables or classes of
variables is provided by the CEOS virtual constellations.

Several types of challenge have to be faced in seeking to ensure appropriate levels of continuity of
key measurements. Although the transfer of some types of observation from a research to an
operational basis is generally to be welcomed, there remains a need for intermittent investigative
missions, especially for demanding variables such as cloud and aerosol properties. No simple rule
exists as to when such missions might be justified, or when transition to routine operation should
occur, as this depends on the extent to which data from earlier investigative missions have been
exploited to improve models or data analyses, and the extent to which developments in observing
technology make potentially useful new types of measurement possible.

The existence of a substantial gap in the provision of a certain type of observation is a particular issue
when the use of such data is of demonstrated value for monitoring or predicting, either as input or as
routinely used diagnostic data. The prime example is the forthcoming gap in limb sounding of
atmospheric temperature and composition that has been identified for several years by GCOS, the
Ozone Research Managers of the Parties to the Vienna Convention for the Protection of the Ozone
Layer, WCRP/SPARC and others as needing to be filled or minimized.? There is concern also over the
continuity of provision of low-frequency MW observations for determining SST. These issues are
discussed further in subsequent sections and Appendix 1. Gaps are more justifiable if they are related
to new types of observation for which time may be needed to establish the value of the data
provided or the robustness of the measurement technology. Examples are the measurements of
ocean-surface salinity noted above and the wind measurements expected from the Atmospheric
Dynamic Mission (ADM-Aeolus). In such cases, mission planning needs to be agile so as to minimize
gaps for types of observation that have been demonstrated to yield cost-effective benefits. The
Architecture for Climate Monitoring from Space, a joint planning effort by space-agency members of
CEOS and CGMS, and by WMO, is expected to systematically address gaps in satellite mission plans
and the coordinated generation of climate data records (Dowell et al., 2013).

* The 2012 CEOS Response to IP-10 stated: “[a]lgencies need to create plans and allocate funding for additional
limb sensors to fly from 2015 to 2025”. The 2015 Update of the CEOS Response notes that “[plarticipants in the
CEOS Atmospheric Chemistry Virtual Constellation meeting of 2014 recognize the significance of the looming
gap in limb sounding data”.
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More generally, CEOS maintains an online Mission, Instruments and Measurements Database
(MIMD; http://database.eohandbook.com) that provides information gathered from its members on

their current and future space-based systems, with the future missions categorized as approved,
planned or considered. Other sources of such information include the WMO Observing Systems
Capability Analysis and Review (OSCAR) tool database (www.wmo-sat.info/oscar/satellites) and the

Earth Observation Portal provided by ESA (https://eoportal.org/web/eoportal/satellite-missions).

Consulting such databases provides a good overall picture of status, although cross-checking is
needed on matters of detail, as these are prone to changes that take time to be registered in the
databases. This reveals that the prime meteorological variables and some others are indeed well
covered by the planning process, while others are in various degrees of poorer shape.

There are issues of continuity to be addressed, even for the operational meteorological and Sentinel
satellite systems discussed in sections 3.4.2 and 3.4.3. These include recognized needs to pay more
attention now to factors that are important for climate such as calibration, instrument
characterization, orbital control (Figure 5) and stability, as embodied in GCMPs (Appendix 6), than
was the case for previous generations of weather satellites. There are also climate-related needs to
address questions related to new launches or mission-lifetime extensions in the light of the varying
degrees of health of the multiple instruments that are carried by many of these satellites. Changes
inevitably occur from one generation of space-borne instrument to the next, but balances have to be
struck between reproducing the capabilities of a preceding generation of instrument, so as most
closely to preserve long climate records, and improving the capabilities of the new generation of
instrument, so as to improve forecasting capability for example.

Figure 5. Equatorial crossing times of NOAA and EUMETSAT polar-orbiting meteorological

satellites. Orbital drift is absent or very limited for the newer Metop and Suomi NPP systems.
Source: NOAA/NESDIS, downloaded from http://www.star.nesdis.noaa.gov, 16 July 2015
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3.4.5 Data monitoring

Data from satellites may be affected by changes in the intrinsic performance of instruments, by
orbital manoeuvres and drifts or by occasional exposure to stray light. Users of near-real-time data
may be able to take account of planned orbital manoeuvres or predicted stray-light exposure by
temporarily suspending their use of data if likely effects cannot be handled well enough by their
quality-control systems. In general, however, it is necessary to monitor satellite data on a routine
basis to detect changes, in order for agencies to remedy them if possible and for users to decide
whether to continue using the data, and if so, whether changes are needed in the way that data are
used.

Space missions are invariably monitored over their operational lifetime by the space agencies
responsible for them. The data that missions provide are also monitored by centres that use the data
in near-real-time assimilation systems. This typically involves the display of quantities such as the
means and standard deviations of the differences between the satellite data and equivalent model
background and analysis values. Changes over time thus require interpretation, as they can come
either from changes in the data-assimilation system or from changes in any incoming data, and not
only the type being monitored. Availability of statistics from different systems helps in the
interpretation. A portal linking to the increasing amount of monitoring statistics available online by a
number of weather forecasting centres is provided at https://nwpsaf.eu/monitoring.html by the
Satellite Application Facility (SAF) for Numerical Weather Prediction (NWP) led by the Met Office as
an element of the wider EUMETSAT SAF network. Aside from providing feedback to space-agency

providers and information for better immediate use of the data, the near-real-time monitoring helps
to identify needs and opportunities for reprocessing prior to future use of data in the generation of
specific ECV products and in reanalysis. Reanalysis itself provides feedback on data quality, as
discussed below in section 3.6.

Monitoring statistics for the data from a number of in situ networks are likewise generated by
operational weather prediction and reanalysis systems. They similarly require careful interpretation.
Changes in them can provide evidence of changes in assimilated satellite data, as illustrated for
example by Simmons et al. (2014) in the case of the ERA-Interim reanalysis.

3.4.6 Fundamental forms of climate data records

It is common for climate purposes that data from a succession of instruments of a particular type
have to be combined into data records that are used to build products on ECVs and other variables,
as discussed further in sections 3.5 and 3.6. A United States National Research Council report (NRC,
2004) on climate data records defines Fundamental Climate Data Records (FCDRs) as “sensor data
(e.g., calibrated radiances, brightness temperatures, radar backscatter) that have been improved and
quality controlled over time, together with the ancillary data used to calibrate them”. The report
later makes clear that FCDRs are assumed to have been subject to intercalibration as well as to
calibration of the records from individual sensors. It further states: “[t]he FCDRs will be the ultimate
legacy that the long-term satellite programs leave to the next generation”. The report also introduces
the term “Sensor Data Record” (SDR), stating that: “[t]he SDRs are time tagged, geolocated, and
calibrated antenna signals, but they will not be created for long-term stability and reliability, and
they will therefore not be suitable for climate purposes without reprocessing into FCDRs”.
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The term FCDR is used in a few places in IP-10, in other GCOS documents and more widely
elsewhere. Its use is retained sparingly in this report, but it has become clear that FCDR as defined
above, even though it is the type of record required by many users, is not the most fundamental
form of data record required by some users for climate purposes, and that data do not invariably
need to be processed into FCDRs to enable them to be used for climate purposes. The fundamental
record that provides the legacy and requires preserving includes an SDR for each of the individual
instruments involved in the record. The record must also include as much information as possible to
enable future recalibration of SDRs based on improved understanding of the instrument.

These considerations apply in particular when products are derived using a forward radiative transfer
model to map geophysical variables, such as the background temperature and humidity fields of a
reanalysis, into equivalents of a set of SDRs. In such cases, a number of parameters (or metadata) are
required for each SDR that enables the radiative transfer model to be tailored to the individual
instrument to which SDR relates. Even for the individual instrument, drifts and shifts in its
characteristics over its active in-orbit lifetime may best be catered for by employing a radiative
transfer model that accounts for the instrumental changes that occur over that lifetime.

The scene dependence of the differences in measurement between different instruments of the
same type means that intercalibration of data records from a set of satellites in some cases cannot
be optimally achieved for climate purposes without knowledge of the geophysical variables to which
the data records relate. Instruments to which this applies include the Stratospheric Sounding Unit
(SSU), for which inter-satellite differences and in-orbit changes in modulating cell pressures
significantly affect measurements (Kobayashi et al., 2009; Nash and Saunders, 2015), MW sounders,
for which Lu and Bell (2014) present evidence of some significant shifts and drifts relative to nominal
pass band centre frequencies, and HIRSs, for which the spectral response functions of the many
instruments in operation since late 1978 differ appreciably from one another, with significant errors
in some of the functions specified from pre-launch measurement (Shi and Bates, 2011). Revised
functions are now available (Saunders et al., 2013). In each case, the effect on measurements is
lapse-rate dependent, as the vertical profiles of weighting functions change from their nominal
forms.

Input from the space agencies and their partners in instrument supply is required to support such
work. This is urgent for older instruments because individuals with unique knowledge of them are
already retired or about to retire from employment. Recent documentation for SSU by the Met
Office and associated developments of the associated radiative transfer modelling (Nash and
Saunders, 2015) provide an example of what can be done.

3.4.7 Intercalibration of data records

Intercalibration of SDRs and formation of FCDRs is nevertheless needed for generations of many
climate products. This includes through reanalysis, which may use intercalibrated records, either
directly for assimilation if forward modelling for a particular type of data has not been developed for
individual instruments, or indirectly through assimilation of retrievals for some variables and
instruments. Intercalibration is not an exact, routine process; several different institutions provide an
FCDR for the Special Sensor Microwave Image (SSM/I), for example. It may be organized within an
agency (see http://ncc.nesdis.noaa.gov/about.php, for example), but is an activity that benefits
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considerably from international collaboration. It is also an activity for which substantial progress has
been made in recent years.

The Global Space-based Inter-Calibration System (GSICS; http://gsics.wmo.int/) is a collaborative

international initiative of CGMS and WMO, started in 2005, to harmonize the quality of observations
from operational meteorological and environmental satellites, for climate monitoring, weather
forecasting and other applications. It is based on a comprehensive calibration strategy that involves
monitoring instrument performance, operational intercalibration of satellite instruments, tying the
measurements to absolute references and standards where possible, and recalibration of archived
data. As of October 2015, its product catalogue shows 37 entries, of which 27 relate to calibration
corrections for application to past data.

Calibration of data from space-based observation also falls under the auspices of the CEOS Working
Group on Calibration & Validation (WGCV; http://ceos.org/ourwork/workinggroups/wgcv). WGCV

includes a specific activity on quality assurance whose guidelines have been tailored by GSICS to
meet its own particular needs. Among other WGCV activities is one on benchmark mission
coordination, concerning proposed missions that would provide high-quality reference data that
would be used to adjust the calibration of data from other satellites, in particular through comparing
measurements where orbits overlap. This is an approach already adopted by GSICS using the most
stable current instruments as references. Reference missions are discussed further in the review of
IP-10 Action A19 in Appendix 1. CEOS WGCV also functions through several subgroups. In particular,
the work of the Land Product Validation (LPV) Subgroup is referred to in several places in the
discussions of specific terrestrial ECVs in section 6.3 and in the reviews of the IP-10 actions
associated with them in Appendix 1.

3.4.8 Data archives

General discussion on data management and stewardship is given in section 3.9. While, for in situ
observations, the key requirement is for the data collected by many different agencies to be
accumulated in international data centres relating to individual ECVs or groups of ECVs, satellite data
from a particular mission usually cover a substantial geographical area, and data from a particular
instrument often do not relate to an individual ECV, or even an ECV specific to the atmospheric,
oceanic or terrestrial domains. Basic (so-called “Level 0” and “Level 1”) satellite data also tend to be
voluminous, and reprocessing at these levels tends to be carried out by the space agency responsible
for the mission, as detailed knowledge of the instruments resides there. The preservation of these
data usually also falls to the space agency concerned, although other institutions have held or may
continue to hold the responsibility for some older datasets. Use of NOAA Vertical Temperature
Profile Radiometer (VTPR) radiance data from the 1970s in reanalysis was only possible because
these data had been saved at the United States National Center for Atmospheric Research (NCAR),
for example. Some scope continues to exist for recovery and rehabilitation of data from early
satellite missions, as indicated for temperature sounding data in section 4.5.1, although some
potentially usable data may well have been lost, as in the example discussed in section 4.7.4.
Recovery of historical in situ data is discussed in section 3.7.

Products derived from satellite data are, for the most part, generated by space agencies or partners
with whom they collaborate, rather than by ECV-specific data centres. This is a practical arrangement
for datasets that are updated in close to real time or that are subject to reprocessing from time to
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time, and discovery of such products is facilitated by the data portal facilities discussed later, and by
use of standard search engines. Examples of products are presented in many of the subsequent ECV-
specific sections and the reviews of the related IP-10 actions. In addition, the German national
aeronautics and space research centre has the wider responsibility of operating the World Data
Center for Remote Sensing of the Atmosphere (https://wdc.dIr.de/), under the auspices of both the
ICSU World Data System and WMO GAW (section 4.6).

3.5 Generation of data products

Many users of climate data require analysed products rather than the basic observations.
Development and delivery of products for all ECVs is thus vital. Users also express requirements for
information on the fitness of products for their purposes. This can be difficult to provide for products
that have many and varied uses, when the producers’ own resources and knowledge of the
applications are limited. Use of the products nevertheless needs to be supported by provision of as
much ancillary information as possible, including estimates of uncertainty where practical and the
results of any validation carried out against independent data and of comparisons made either with
earlier versions of the supplier’s product or with independently generated products. Important also
in this regard is the assessment of the maturity of products and production systems. Products may be
derived by analysis of a single ECV, the focus of this section, or by analysis of a set of ECVs using data
assimilation, usually through reanalysis, as discussed additionally in the following section.

Data products for specific ECVs are generated either from in situ data, satellite data or a combination
of the two. In the case of satellite data, the product may be a “Level 2” retrieved geophysical variable
co-located with the original measurement, for example, for use in reanalysis, or a gridded “Level 3”
set of values suitable for general use. They may be restricted to a single instrument, or generated by
combining data from one or more other instruments, whether flown at the same time or
sequentially. Products in general, but especially from in situ data, may be generated in the form of
indices related to local, regional or global conditions rather than as gridded values. They may also be
more freely available than the observations on which they are based. For example, the Global
Precipitation Climatology Centre (GPCC) provides free access to monthly gridded precipitation
datasets (section 4.3.5) based on analysis of raingauge measurements, some of which are supplied to
GPCC on the condition that the measurements themselves are not released.

Global products may be based on different inputs over land and sea. The gridded “surface
temperature” products such as the Goddard Institute for Space Studies (GISS) Surface Temperature
Analysis (GISTEMP), Hadley Centre Climate Research Unit Temperature (HadCRUT)4 and NOAA
Global Surface Temperature (NOAAGlobalTemp) used to provide long-term measures of change in
global-mean temperature and combine the surface air temperature over land and the surface water
temperature of the sea, as discussed further in section 4.3.1. Providers of such products may not
make use of satellite data to improve areal coverage over sea if their primary aim is to provide a
product that is as consistent as possible for identifying multidecadal climate change, rather than a
product that can more reliably identify shorter-term variations. The Global Precipitation Climatology
Project (GPCP) precipitation product (section 4.3.5) combines the GPCC dataset for rainfall over land
with satellite data products that primarily provide complementarity over sea.

Generation of data products also relies on a good underlying archive of the basic observations. For
example, the HadISDH surface air humidity product (section 4.3.3) is based on a quality-controlled
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version of the Integrated Surface Database (ISD; Smith et al., 2011) of the NOAA National Centers for
Environmental Information (NCEI), which incorporate the former National Climatic Data Center
(NCDC). ISD provides a sound basis for a product from 1973 onwards, but inadequacies in its holdings
of synoptic data prior to 1973 limit the time range of the HadISDH product, as discussed in the review
of IP-10 Action A12 in Appendix 1. Another important example is that of the International
Comprehensive Ocean-Atmosphere Data Set (ICOADS; Woodruff et al., 2011), which is a vital holding
of marine surface data that feeds analyses of both SST and meteorological variables.

Development of data products based on in situ observations is generally done by individual
institutions, although the global products may depend on separate developments of land and marine
components. Collaborative arrangements for satellite products include partnerships between
national space agencies and university groups, and collaborations such as those between the
European space agencies and consortia of national partners involved in the ESA Climate Change
Initiative (CCl), the EUMETSAT Climate Monitoring SAF and the development of Copernicus services.
Wider international collaboration occurs among the space agencies and other institutions worldwide
who cooperate within the Sustained, Coordinated Processing of Environmental Satellite data for
Climate Monitoring (SCOPE-CM) network, under which a set of 10 product-generation projects are
currently being carried out. Taken as a whole, these activities have broadened and strengthened
product generation since IP-10.

Many additional examples of ECV products are given in chapters 4, 5 and 6. Further discussion is
given in Appendix 1, as IP-10 formulated three actions related to the generation of data products: C9
on achieving adoption of GCOS dataset and product guidelines, and comparison of products; C10 on
preparing datasets for analysis and reanalysis; and C11 on establishing sustainable systems for the
routine and regular analysis of ECVs. Moderate to good progress has been made on these actions, as
discussed in their reviews in Appendix 1.

3.6 Reanalysis

Users of climate data products have requirements for the quality, scope, coverage and ease of access
and use of the products, as well as for information on the applicability and uncertainties of them. In
some instances, users may be interested in a particular ECV, but in others, they may require
consistent information on a set of ECVs. The requirements of a substantial body of users are being
increasingly well met by products based on integration of data from a comprehensive mix of in situ
networks and satellite subsystems, achieved through the process of reanalysis. In this context, the
term reanalysis is used to describe the use of a fixed data-assimilation system to process
observations that extend back in time over multiple decades, employing a model of the atmosphere,
ocean or coupled climate system to spread information in space and time and between variables,
and otherwise to fill gaps in the observational record.

Reanalysis provides a complete coverage in space and time within the constraints of the resolution of
the assimilating model and the range of variables whose changes are represented in the model. Use
of products from reanalysis to develop links between climatic conditions and socioeconomic impacts
is viewed as a key approach to developing the relationships needed to interpret the output of climate
projection models for the purpose of assessing needs and options for adaptation. This brings with it
requirements for higher resolution in space and time of reanalysis products, and associated
downscaling approaches to provide local information.
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Reanalysis provides datasets for many ECVs, but also makes use of ECV products for those variables
that are prescribed in the assimilating model. In turn, reanalysis data provide some of the
supplementary input needed to generate several of the ECV products that are based on retrieval of
information from remote-sensing.

Reanalysis has progressed considerably in recent years. Existing reanalyses have been prolonged,
new reanalyses have been completed for atmosphere and ocean, and more refined land-surface
products have been developed. Systems that couple the atmosphere and ocean, or include much
more comprehensive treatment of trace constituents, have begun to be used. Reanalyses have been
extended further back in time, into the nineteenth century in the case of an atmospheric analysis
assimilating only surface-pressure data. Provision of reliable information on uncertainties is being
helped by the development of ensemble approaches, but remains a challenge. Further details of
recent progress and plans are given in the review of IP-10 Action C12 in Appendix 1. This action called
for a sustained capacity for global climate reanalysis and for coordination and collaboration to be
ensured. There is also an increasing level of activity in regional reanalysis.

Issues of biases and other errors in observations, and limitations and changes in data coverage have
to be addressed by producers of reanalyses as they have to by those generating single-ECV data
products. The comprehensive reanalyses that assimilate multiple types of data are, however, more
susceptible to these issues as the analysis they provide for a particular ECV may be influenced by a
greater number of observing-system changes, notwithstanding the benefits that arise in principle
from making use of as much direct or indirect observational data as possible relating to a particular
variable. Methodological improvements over time have meant that newer reanalyses are less prone
to such issues, and what is being learned from the current generation of reanalyses is expected to
lead to continuing improvement. This inevitably means that there will be differences between newer
and older products from a particular supplier, and differences can also exist among
contemporaneous products from suppliers whose assimilation systems are at different stages of
development. Continued production of the original National Centers for Environmental Prediction
(NCEP)/NCAR reanalysis means that atmospheric reanalyses are now being produced and used from
systems whose vintage differs by more than 20 years.

Although differences among several reanalyses do not imply that all provide unreliable results, they
do make it necessary to amass evidence to identify the more reliable reanalyses and the degree of
reliance that can be placed on them. Assessments that intercompare several reanalyses without
taking such evidence into account may assign an unwarranted low degree of confidence to findings.
Including reanalysis products in ECV-specific product assessments such as the GEWEX Radiative Flux
Assessment is important, but needs to be carried out for the latest products (section 4.3.6). A
comprehensive intercomparison of reanalyses for the stratosphere is being undertaken by SPARC
(Fujiwara and Jackson, 2013). Ten reanalyses of upper-ocean heat-content and other datasets were
compared by Xue et al. (2012), who showed lower spread among the reanalyses after data from Argo
floats became available in the early 2000s. Near-real-time extensions of six ocean reanalyses can be
compared at http://www.cpc.ncep.noaa.gov/products/GODAS/multiora_body.html.

The https://reanalyses.org website was set up following discussions in 2010 by the WCRP

Observations and Assimilation Panel concerning the need to promote informed use of the increasing
number of atmospheric reanalyses that were then beginning to become available. The website now
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provides a substantial amount of material about both atmospheric and oceanic reanalyses, including
comparative studies. It also offers a forum for exchanges of experience and views between
producers and users.

Joint assimilation of multiple types of observation in a reanalysis provides a basis for estimating
biases in the data from particular instruments (section4.5.1), providing an alternative or
complement to the calibration activities of space agencies, such as undertaken for GSICS. Moreover,
the closeness of fit of background forecasts and analyses to observations (including those processed
passively for monitoring purposes, as well as those assimilated) is an important source of information
on other types of observational error, and on the quality of the assimilating model and of the
reanalyses themselves. Such feedback data have been saved by producing centres, and have been
used to assist radiosonde bias adjustment as discussed in the review of IP-10 Action A18 in
Appendix 1. However, access to feedback data has, in general, not been straightforward. This is
beginning to change, and atmospheric reanalysis centres have discussed increased coordination to
enable their products to be compared and diagnosed using feedback data
(http://www.coreclimax.eu/?q=Feedback). Contact with users has also been initiated on the topic
(Gregow et al.,, 2015). ECMWF has made available feedback from its ERA-20C reanalysis
(http://apps.ecmwf.int/datasets/data/era20c-ofa), which assimilated or passively monitored
substantial amounts of data from ICOADS. ECMWF is now working with the ICOADS team to enable
the information to be included alongside the individual observations in ICOADS.

3.7 Recovery of instrumental data

Generation of data products based on in situ instrumental data, whether by direct analysis for
individual ECVs or through reanalysis, would be limited to the past 40-50 years had observational
data originally stored on paper or obsolete media not been converted to a modern digital format.
This includes the monthly datasets that enabled IPCC AR5 to discuss aspects of changes in
temperature since 1850 or 1880 over land and sea, and changes in precipitation over land since the
beginning of the twentieth century. These datasets nevertheless exhibit sparse spatial coverage of
much of the globe in their earlier years, as discussed further in sections 4.3.1 and 4.3.5. Although
monthly station averages have often been digitized, daily or subdaily station and marine data also
need to be recovered, as they are important for several purposes, including better understanding of
processes, capturing extremes, use in SST analysis and reanalysis, and development of climate
services. It is important that as much as practically possible of the considerable amount of early
instrumental data on temperature, precipitation and other variables be recovered from paper or
other native storage formats. The term “data rescue” is often used for this activity, as deterioration
of the original records may soon cause some data to be lost forever. Here, scanning of paper records
is the immediate priority, though digitization has to follow in due course if the data are to serve a
purpose beyond satisfying occasional historical curiosity.

However, data rescue remains resource limited and fractured in nature. Some good efforts are being
made nationally and through coordinated European and wider international activities such as the
Atmospheric Circulation Reconstructions over the Earth (ACRE) initiative (Allan et al., 2011), yielding
worthwhile enhancements of the databases that underlie the generation of data products. Examples
are given in later sections. Large-scale recovery in a coordinated, cost-effective manner nevertheless
remains a challenge. Many more data are stored only in their original hard copy than are imaged and
stored electronically, and in turn, many more data have been imaged than have subsequently been
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digitized. Although some NMHSs have carried out, or are continuing to carry out, significant
digitization of their data records, and other records have at least been scanned, this is not the case in
many NMHSs. Relevant records are, in any case, often held by other national agencies. IP-10 noted
that where resources cannot be found to undertake digitization, scanned copies of the original
records should be lodged with international data centres as a precaution against later accidental
damage or physical deterioration. This would also facilitate assembly of classes of scanned records
suitable for digitization by crowdsourcing, which has proved successful in the case of data from
marine voyages (http://www.oldweather.org).

Assessing the quality of the digitized data is an important further aspect of data recovery whose
importance is rarely fully realized. It is essential not only to determine that the digitizing is a faithful
replication of what was measured, but also to assess the long-term homogeneity of the data on an
ECV-by-ECV basis. IP-10 identified the need to collect metadata on how observations were made as
well as the observations themselves. This can aid in the homogenization of data and in setting
parameters for their use in reanalysis. As noted in the preceding section, assimilation of rescued data
in a reanalysis is one way in which errors may be detected and biases estimated. This has been
demonstrated by the twentieth century reanalyses, as well as by the more comprehensive
atmospheric reanalyses carried out for more-recent decades.

The status of data-rescue activities was summarized by Brunet and Jones (2011), although it is hardly
possible to be aware of all ongoing activities around the world. Limited resources often result in only
a minimal number of series and/or variables being digitized from a collection of records. The
situation can be made worse when projects do not share the digitized series, as this can result in the
same data being digitized more than once. Consideration is however beginning to be given to the
establishment of a centralized register of projects that would contain details of what is expected to
be achieved by each of them. The initial difficulty in setting this up is knowing what has been
digitized and whether it is made, or might be made, openly available. For example, many data for the
Indian subcontinent up to 1947 were published in printed books that are widely available and have
been scanned (as can be seen at http://badc.nerc.ac.uk/browse/badc/corral/images/metobs, for

example), and at least some of these data appear to have been digitized and used to produce an
available gridded daily record of precipitation (Rajeevan et al., 2006). It is understood, however, that
the digitized station data are not openly available.

The International Surface Temperature Initiative (ISTI; http://www.surfacetemperatures.org/;

section 4.3.1) and the International Surface Pressure Databank (ISPD;
http://rda.ucar.edu/datasets/ds132.0/; section 4.3.4) are important efforts to build collections of

data, but are ECV specific. Separating variables has some advantages as it enables data digitizing to
have specific deliverables for a funding agency, but keeping all surface synoptic variables measured
at a station together for each time step is potentially much more useful in the long run. The case is
under consideration for constructing such a dataset, which could be modelled on what ICOADS does
for marine surface data, as noted also in the review of IP-10 Action T15 in Appendix 1. This would
address several issues identified for surface atmospheric and terrestrial data in subsequent ECV-
specific sections.

Data rescue remains a high priority of the WMO Commission for Climatology, as well as the GCOS
programme. The commission has plans for better coordination of the rescue and preservation of
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historical data through its Expert Team on Data Rescue, established for the period 2014-2018. The
team’s tasks include arranging the implementation, population and maintenance of an International
Data Rescue web portal, operated by the Royal Netherlands Meteorological Institute (KNMI) under
the auspices of GFCS, to summarize key information and provide an analysis of gaps in international
data-rescue activities. CCl identifies the inability of some NMHSs to effectively manage and secure
their data to be a key risk, and places emphasis on a strategy for widespread national
implementation of climate database management systems. The unwillingness of some nations to
share historical observational data remains a concern of CCl.

The above discussion provides the review of IP-10 Action C13, which called for the collection,
digitization and analysis of historical data records. A second action on this topic, Action C14,
concerning the improvement of holdings in international data centres is discussed a little further in
Appendix 1.

3.8 Proxy reconstructions of past climates

The instrumental record for a region of the world will always be limited by the date when the first
thermometric or raingauge measurement was taken there. Information for earlier times is provided
by, or potentially available from, proxy records for many regions. They include many natural proxies
such as trees, corals and ice cores, stretching back to tens of millions of years ago in the case of
estimates of CO, concentration based on geological evidence. They also include written histories in
annals, chronicles, diaries and so on for the more-recent past. Proxy evidence is held in a number of
archives, in particular at the World Data Center for Paleoclimatology operated by NCEI, which
includes the results of reconstructions and modelling (Figure 6). Completeness of reporting is
important; archived records do not always hold all the intermediate stages involved in producing the
results submitted to data centres.

The activities of the GCOS programme are concerned almost entirely with instrumental observations
and the data records associated with them. IP-10 nevertheless recognized that improving the
coverage and availability of palaeoclimatological data was important for facilitating analyses that
document changes in climate through time, and place the instrumental data record for several ECVs
in a longer-term context. The proxy data that relate most closely to the wider thrust of IP-10 are
those providing relatively high frequency evidence on seasonal-to-interannual timescales for the last
2 000 years (referred to as the late Holocene). The most recent and spatially extensive compilation of
evidence on a continental basis was published by the Past Global Changes (PAGES) 2k Consortium
(2013). The importance of proxy sources inevitably varies from ECV to ECV, being significant for some
such as CO,, surface temperature and precipitation, but provided only through modelling for many
others.
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Figure 6. Classes of datasets held at the World Data Center for Paleoclimatology
Source: NOAA/NCEI, image from https://www.ncdc.noaa.gov/data-access/paleoclimatology-data

Three actions were formulated on this topic in IP-10: Action C15 on research initiatives to acquire
high-resolution proxy climate data; Action C16 on the synthesis of proxy climate and environmental
data; and Action C17 on the preservation of proxy climate and environmental data in archival
databases. Their reviews in Appendix 1 are based largely on the conclusions of the IPCC AR5 chapter
on palaeoclimatological studies (Masson-Delmotte et al., 2013) and on information from the World
Data Center website. AR5 records some major progress since the Fourth Assessment Report (AR4),
but notes that proxy-based temperature estimates remain scarce for key regions such as Africa, India
and parts of the Americas, and that the available syntheses of past precipitation changes are too
limited to support regional assessments.

3.9 Data management

The management of data and associated metadata is an essential component of the global observing
system for climate. Fundamental roles are played by international data centres that hold basic
archives of in situ data, the space agencies and their partners that hold the raw data and products
from past and present missions, and the national centres that bear a particular responsibility for the
stewardship of data that have yet to be released to the international centres. Real-time monitoring
centres, delayed-mode analysis centres and reanalysis centres also play important roles. Also
important are information services that aid the discovery and use of archived data. In this regard, the
Global Observing Systems Information Center (GOSIC; http://www.gosic.org/) provides links to

substantial amounts of data and information related to the global observing system for climate and
the GCOS programme. It also serves as an entry point to the WMO Information System (WIS) as well
as to the GEO Data Portal.

IP-10 noted that data management had, for some time, been a principal element in some
observational programmes, singling out the attention paid to it by the WMO World Weather Watch
and WMO CCl, whose continuing advocacy of national climate database management systems has
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been noted already in section 3.7 and which has established an inter-programme expert team on
climate data modernization. Efforts in general needed to be strengthened and extended across the
full spectrum of systems contributing to the composite global observing system for climate.
Improved data management was highlighted as a priority of the plan. IP-10 identified five main
requirements:

e Prompt and regular flow of data to the user community and the international data centres
that needed to be in place for each ECV or groups of related ECVs. This was seen to be
inadequate for a number of variables and networks, especially in the terrestrial domain. A
common and related concern was inadequate support to national data centres, given their
key role in assembling records and undertaking quality control.

e Effective access to very large datasets. This was becoming difficult for large satellite and
model-based datasets, despite advances in technology, especially in developing countries
with inadequate information technology infrastructure or technical skills in using complex
data. This required the development of derived products or product subsets and
appropriate access mechanisms.

e Facilities and infrastructure to ensure the long-term preservation of data for future use.
Once data were in electronic format, they had to be migrated at intervals to newer storage
devices, and access software and data formats had to be kept consistent. Consideration
had to be given to data stewardship requirements when observing systems were being
planned. Nations responsible for data centres and space agencies needed to support the
use of modern information and communication technology as a matter of high priority.

e Monitoring of data streams. This included timely quality control of the observations by the
monitoring centres and notification to observing-system operators and managers of both
random and systematic errors, so that corrective action could be taken. This would
prevent such errors from accumulating in climate records and obviate the need later to
make possibly quite uncertain adjustments to, or even deletions of, data from the records.

e Availability of metadata as well as data. International standards and procedures for the
storage and exchange of metadata needed to be extended to all variables and
implemented for many climate observing systems. Guidelines needed continuing
development to ensure adequate scientific data stewardship.

IP-10 formulated Action C18 on applying standards and procedures for metadata and its storage and
exchange, Action C19 on supporting data flow from national to international data centres, Action C20
on ensuring that data policies facilitated the exchange and archiving of all ECV data, and Action C21
on implementing modern distributed data services, with emphasis on building capacity in developing
countries and countries with economies in transition. The generally moderate progress made on
these particular actions is reviewed in Appendix 1. Data-centre arrangements and related issues are
included in the discussions of the status of individual ECVs or of networks linked to groups of ECVs
that are given in chapters 4, 5 and 6. Progress has undoubtedly been made, though many of the
requirements and issues cited in IP-10 remain to some extent.

A report by the Swiss GCOS Office (2015) on the availability of Swiss data submitted to international
centres for the atmospheric and terrestrial domains provides both a national view and some more
general comments on the complexities, limitations and disparities between the domains and among
ECVs in the arrangements for data centres and the way the centres operate. A recurrent theme of
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the report’s ECV-by-ECV analysis of data centres is an almost-complete absence of evident user
statistics, which were found for only three of the many data centres that were scrutinized.

3.10 Climate impacts

Aside from the direct ways in which humans bring about environmental change, anthropogenic
climate change is increasingly likely to modify environments on large scales, to influence ecosystems,
including the range of species, and to have a strong, long-term impact on socioeconomic systems and
habitats. The challenges of environmental monitoring and responding to changes vary greatly from
region to region. ldentifying such changes and attributing them to a cause, such as a changing
climate, and assessing risks, for example, for ecosystems or within urban regions, requires long time
series of observations and homogeneous, consistent practices for measuring the systems and
variables under consideration. It may require high spatial resolution or collocated time series of
climate observations and other environmental parameters, such as nearby changes in land use.
Ecological monitoring sites are often located some distance away from sites where meteorological
observations are made, and interpolation of information will not always be reliable. IP-10 accordingly
identified a growing need for “Essential Ecosystem Records” based on collocated observations of
biodiversity and habitat properties, and of physical climate parameters. It formulated Action T4,
calling for establishment of a monitoring network for accumulating such records. The very limited
progress made on this is reviewed in Appendix 1.

IP-10 also identified the need for additional guidance material to help ensure the quality and
consistency of observational studies in support of assessments of the impacts of climate variability
and change. It noted that much of the information on ecosystems and habitats was limited to
phenological data, bringing a need to measure or gather statistics on “impact variables” such as
those related to health, agricultural yields and habitat properties. Limited availability of studies for
many parts of the world meant that there was a need to encourage more long-term impact studies
and to ensure that these studies included measurements of basic geophysical climate variables and
data on other, mostly socioeconomic, factors. Actions C22 and C23 were formulated on these topics,
and the meagre progress made on them is reviewed in Appendix 1.
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4 ATMOSPHERIC OBSERVATION

4.1 Introduction

The mean and statistical properties of the near-surface atmosphere define what is commonly termed
“climate”, in the narrow sense of the word. The atmosphere’s radiative properties largely govern
global temperatures, and its transport properties in conjunction with interactions with the land
surface and ocean determine regional climatic conditions. Growth and decay of weather systems and
the changes in state of water between vapour, cloud, snow and rain play key roles. Heat, moisture
and chemical species are moved around rapidly by winds. Cloud and water vapour feedbacks are
major factors in determining the sensitivity of the climate system to forcing factors such as rising
levels of greenhouse gases and changes in aerosol distributions. Natural modes of variability of the
system on timescales out to a decade and longer involve changes in atmospheric circulation and
storm tracks, and in associated patterns of temperature and precipitation. These modes are
confounding factors in the identification of anthropogenic climate change.

The status of atmospheric observation presented here follows the usual approach of considering
separately the variables that describe surface and upper-air meteorological conditions, and
atmospheric composition. Satellite observations have become a fundamental source of information,
direct or indirect, on virtually all atmospheric climate variables, but do not extend sufficiently far
back in time to give a full historical perspective, and still need to be complemented by in situ
measurements, especially at lower levels over land. The in situ atmospheric observing systems are
largely based on WWW/GOS networks for surface and upper-air observations, and GAW networks
for atmospheric composition, which are discussed separately in sections 4.2, 4.4 and 4.6 below.
Marine networks (section 5.2) also routinely provide substantial amounts of surface air data, and a
small amount of upper-air data from ship-based radiosonde ascents. The soundings from fixed
Atlantic and Pacific weather ships are an important part of historical records, predominantly for the
pre-satellite period, although the last such ship ceased service as recently as the end of 2009. The
main elements of satellite observation have already been discussed generally in section 3.4; specific
aspects are covered later on a variable-by-variable basis. Many of the contributing networks and
systems other than those for atmospheric composition were put in place primarily for weather
forecasting, but their importance for climate purposes has become increasingly appreciated, and
their operation has been improved accordingly.

4.2 Meteorological surface networks

Meteorological observations at the Earth’s surface are vitally important, especially over land, as they
characterize the climate of the layer of the atmosphere in which people live, and where many
impacts of climate change are increasingly likely to be felt and require action to adapt to them.
Climate analysis has traditionally placed emphasis on surface temperature, precipitation and
pressure data. Temperature and precipitation have the greatest impacts on natural systems and
human activities, with pressure providing a perspective on the meteorological systems in which
weather is embedded, including their long-term variations. Data on wind speed, wind direction,
water vapour and solar radiation are also important, in part for determining the fluxes between the
atmosphere and the underlying land and sea. They have become increasingly important also as
emphasis has shifted to the impacts of climate variability and trends. There are also specific needs
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for such data related to mitigation of climate change, in particular, as they support the design and
operation of renewable energy systems, including wind farms, solar farms and hydroelectric systems.

Lengthy data records are important for characterizing low-frequency variations and trends, and for
sampling extremes. It is shown later that there are several regions where numerous observing
stations provide data covering more than 100years in both temperature (Figure 13) and
precipitation (Figure 18) databases. Changes over time in station surroundings may need to be taken
into account in the analysis of such data records. The seventeenth World Meteorological Congress in
2015 agreed with a recommendation by the WMO Commission for Instruments and Methods of
Observation (CIMO) that support be given for an initiative to identify well-sited long-term observing
stations, and to recognize and sustain them as centennial stations.

There is also an increasing requirement for frequent local surface atmospheric data, especially to
characterize extremes and more generally to meet needs relating to impacts, vulnerabilities and
adaptive responses. The Working Group Il contribution to IPCC AR5 notes that standard reporting of
climate data for temperature and precipitation by month, season and year obscures changes that
shape decision-making (Olsson et al., 2014). Specific applications may require data for specific times
of day and periods of year. The required spatial resolution of observation may also vary considerably.
A special case of local measurement is that of the urban environment where an increasing
proportion of the world’s population resides and where specific impacts and issues of adaptation
arise. Although the atmospheric variables on which data are required locally are generally drawn
from the basic ECV set, there are needs in places for information on some other weather or air-
quality variables, for example, on the frequency and intensity of fog. Observation of some of the
weather elements concerned is at risk from increasing use of automation, notwithstanding the other
benefits that automation can bring. There may be accompanying local requirements for land-surface
or coastal data, some of which may be measured routinely at synoptic stations but not exchanged
globally in the way that standard weather data are. Soil moisture is a notable example. Related
socioeconomic data may also be required.

IP-10 identified a number of actions to improve the general availability of surface atmospheric
observations. The progress made on these actions and the overall status of observation of the
surface atmospheric ECVs are assessed here from a global perspective, paying attention to regional
variations. The situation regarding local observations is more difficult to assess, as, aside from the
volume and variety of requirements and limited international data exchange, some needs may be
met on a commercial basis, and weather stations may be installed as part of a development project
where the supporting agency does not consult with the national meteorological service. The GCOS
reports (2012a, 2013a) provided further information and discussion. Assessing the needs for and
status of local observation is more a matter for national responsibility, although local transboundary
issues may require bilateral or regional collaboration, and the capacities of nations to make the local
observations and deliver the required services vary considerably, as highlighted by the report of the
High-Level Taskforce for GFCS (WMO, 2011; see also the review of IP-10 Action A3 in Appendix 1).

4.2.1 Comprehensive surface networks

The principal sources of surface atmospheric observations over land are the Regional Basic Synoptic
Networks (RBSNs) and the overlapping Regional Basic Climatological Networks (RBCNs) of
WWW/GOS (http://www.wmo.int/pages/prog/www). The locations of stations in these networks
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and other contributing national networks that transmitted data in near real time that were received
by ECMWF and used in its ERA-Interim reanalysis (Dee et al., 2011) are shown in red for the months
of October 2002 and October 2014 in Figure 7, for data reported in WMO Surface Synoptic
Observation (SYNOP) codes. Also shown for October 2014 is the complementary geographical
coverage provided by surface data reported in the International Civil Aviation Organization METAR
(aerodrome report) code. Each data message typically includes observations of a number of
variables: the SYNOP code allows for information on all surface atmospheric ECVs and observations
from the surface of cloud properties, while the METAR code also covers multiple variables (WMO,
2014aq). The specific illustrations given in Figure 7 (and Figure 8) are based on the air-temperature
element of the two types of report.

Figure 7. Distribution of surface synoptic data as received operationally by ECMWF and assimilated
in ERA-Interim for October 2002 (upper) and October 2014 (lower), for data transmitted in WMO
SYNOP (red) and METAR (green) codes. SYNOP locations mask nearby or coincident METAR
locations. Plots are based on stations reporting dry-bulb temperature, and a symbol is plotted for
each 0.5° latitude/longitude grid box that contains at least one observation per day on average for
the month. METAR data were not assimilated in ERA-Interim for 2002.
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Several of the variations in geographical coverage shown in Figure 7 will be seen also in other
illustrations in this report. The density of coverage depends on factors such as population
distribution, economic activity, conflicts, terrain and scientific need. In addition, there are issues
related to data transmission, which are discussed further in the review of IP-10 Action A7
(Appendix 1) for the precipitation element of the report.

Density of coverage increased from 2002 to 2014 for many, but not all, parts of the world. Overall,
the number of SYNOP data received by ECMWF in October 2014 was about 80% higher than the
number received in October 2002, counting only one report per hour in the case of stations that
report subhourly. The increase came both from an increased number of reporting stations and from
an increased frequency of reporting: about 30% more SYNOP observation locations are plotted in
Figure 7 for 2014 than for 2002. About 40% of the locations plotted for 2014 did not provide SYNOP
data in 2002, but 10% of the locations that provided SYNOP data in 2002 did not do so in 2014. The
value of 10% drops to 8% if METAR data provision for 2014 is taken into account.

Figure 8 shows samples of observation counts for each hour of the day. They are presented both for
the data used for ERA-Interim displayed geographically in Figure 7 and for the data collected from
many sources that are held in the NCEI ISD. NCEI is a World Data Centre (WDC) for Meteorology
under the ICSU World Data System and a WMO CBS Lead Centre for several GCOS functions. Both
datasets show a predominant three hourly peak in observation numbers, with slightly more data at
1200 coordinated universal time (UTC) than at any other time. A six hourly component is more
prominent in the ECMWF near-real-time receipt than in ISD. ISD holds rather more data, and some
future increase would be expected as NCEI accumulates additional data that were not transmitted in
close to real time. The difference is little more than 10% at the synoptic hours (0000, 0300, 0600,
0900, ..., 2100 UTC) in the example shown, but larger in percentage terms at the intermediate hours
(0100, 0200, 0400, 0500, 0700, 0800, ..., 2200, 2300 UTC). For these hours, ISD shows a larger
percentage increase from 2002 to 2014, and METAR data provide a larger supplement to SYNOP data
in the case of the ECMWF recent data receipt. There are also considerable national and regional
variations in the locations from which hourly data are received in near real time by ECMWEF.
Illustration is provided in the review of IP-10 Action A2 given in Appendix 1.
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Figure 8. Average counts of surface air-temperature observations over land for each hour of the
day for October 2014 from the ECMWF operational receipt of data, as processed in ERA-Interim
following basic quality-control checks (upper), and for October 2002 and 2014 from NOAA NCEI ISD
after duplicate removal and elimination of subhourly data (lower). ERA-Interim counts are shown
for SYNOP reports alone, and as supplemented by METAR reports. NCEI data were downloaded
from the ISD-Lite data stream on 22 January 2015.

Figure 9 complements Figure 7 by showing in the left-hand panels the geographical distributions of
all observations from the network of Voluntary Observing Ships (VOSs). Some aspects of this network
are discussed further in section 5.2.6. Also included in Figure 9 are a small number of locations from
which moored buoys and other fixed platforms report in WMO SHIP code. Most are in coastal
regions or inland waterways. The observed variable in this case is surface pressure. Coverage is
shown for the same sample months of October 2002 and October 2014 as in Figure 7, but
January 2015 is also shown because of seasonal variations in ship traffic at high latitudes. There is a
more-widespread distribution of ships reporting surface atmospheric observations from the Arctic in
October 2014 than in October 2002; ice conditions in January inhibit such traffic, but traffic to and
along the coast of Antarctica can be seen to be established by this month. The ship tracks across the
North Atlantic are more concentrated on southern routes in January. Increases in net observational
density from 2002 to 2014 are considerable around coasts and for the Atlantic Ocean, but not for the
Pacific Ocean.
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Figure 9. Distribution of surface-pressure observations reported in SHIP codes received
operationally by ECMWF for October 2002 (top), October 2014 (middle) and January 2015
(bottom). Values are plotted for all observations (left) and for the subset made at 1200 UTC (right).
A symbol is plotted for each 0.5° latitude/longitude grid box that contains at least one observation
per month. Colour indicates the number of observations per grid box.

The larger number of observations in 2014 than 2002 seen in the left-hand panels of Figure 9 comes
mainly from more-frequent reporting, aided by greater automation, rather than from increases in
the number of ships and other reporting platforms. The net count of the data for October 2014 is
more than twice that for October 2002, but the increase is reduced to 23% when the count is
restricted to observations for 1200 UTC, for which the corresponding geographical distributions are
shown in the right-hand panels of Figure 9. Observations from ships over the interiors of the ocean
basins in fact decline at 1200 UTC from 2002 to 2014; the increase comes from a larger number of
reports from coastal regions and inland waterways.

Figure 9 also shows a small number of observations over the continents where there are not evident
waterways. This could be due to an observation made over land but reported in a ship code, but
could be due instead to a misreported ship position. There were generally fewer such instances in
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2014 than 2002, and many more (quite evidently associated with misreported positions) in preceding
decades. Reduction of such errors is a likely further benefit of increased automation.

Figure 10 illustrates the decline in the number of ship observations over mid-ocean regions since the
mid-1980s. Numbers are shown for all marine air-temperature observations at the main synoptic
hours, as monitored by ERA-Interim, which relied on data received on the Global
Telecommunications System (GTS) for the latter part of the period, and as monitored for ships by the
ECMWF more-recent reanalysis, ERA-20C, which used ICOADS release 2.5.1 as its source of ship data.
Data counts from the two sources are clearly similar. The small differences in the first half of the
period show the effect of data recovery, as ICOADS release 2.5.1 provides data additional to ERA-40
(Uppala et al., 2005) holdings used by ERA-Interim. ERA-40 included data from a release of ICOADS
available a little more than 10 years earlier. Woodruff et al. (2011) reported larger increases in
observation numbers from data recovery for years before 1980. ICOADS also provides data additional
to the ERA-Interim GTS holdings in the second half of the period shown in Figure 10, by an amount
that decreases over time. ERA-20C ran only to the end of 2010, but ERA-Interim shows that the
decline in the number of observations over the interiors of the ocean basins continues to the present
day, when data from only the main synoptic hours are taken into consideration. More-frequent
reporting, albeit from fewer platforms, has increased the total number of mid-ocean observations
received from ships and moored buoys from a minimum that occurred in 2002.

Figure 10. Monthly numbers of air-temperature observations from January 1980 to June 2015,
based on reports in SHIP code from January 1980 to June 2015 as monitored by ERA-Interim (dark
green) and on ship data from ICOADS release 2.5.1 as monitored by ERA-20C (pink), summed over

regions of the Atlantic, Pacific and Indian Oceans that are not close to continental coasts. Only
observations made at the main synoptic hours of 0000, 0600, 1200 and 1800 UTC are included. The
regions sampled are (10°N-55°N; 45°W-20°W), (0°-60°S; 30°W-0°), (5°N-60°S; 55°E—90°E), (20°N—

50°N; 140°E-170°W) and (20°S-60°S; 180°W-90°W). Inclusion of moored-buoy data reported in
SHIP code is minimized by not sampling the tropical Pacific Ocean and counting only observations
from the main synoptic hours.

Plots for the total number of used surface-pressure observations are presented in Figure 16. The
number of observations of surface pressure reported in SHIP code is generally similar to the
corresponding number of air-temperature observations for any one month. The number of wind
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observations is also similar. Observations of dewpoint temperatures are fewer in number, by 30% or
so in the early 1980s and by about 20% in recent years.

4.2.2 Baseline and reference networks

The GCOS Surface Network (GSN) is a baseline network comprising a subset of about 1 000 stations
chosen mainly to give a fairly uniform spatial coverage from places where there is a good length and
quality of data record. A particular product of these stations, additional to their synoptic data, is a
monthly CLIMAT message that, in principle, can include monthly averages, extremes and threshold
exceedances for temperature, precipitation and sunshine duration (WMO, 2014a). Transmission,
completeness and quality of CLIMAT data are monitored, and coding corrections made where
possible, by DWD and the Japan Meteorological Agency (JMA) in their capacities as GSN Monitoring
Centres (GSNMCs). Production of monthly CLIMAT messages is also expected of the close to 3 000
stations that comprise RBCN; increasing the number of RBCN stations that actually supply such
messages has been one subject of recent attention. Another recent initiative has been to develop a
message template for reporting daily values within the monthly message; steps are now being taken
towards implementation of this additional reporting.

Figure 11 maps almost all GSN stations and shows their frequency of reporting CLIMATs in 2013. It is
based on the data holdings of the designated archive centre, NCEI. About 70% of stations reported
every month in 2013, and some 10% missed only one month. A little under 10% of stations did not
report CLIMATs at all, even though many of them send SYNOP messages. The majority of the stations
that report in neither format are in Africa. These numbers represent considerable progress since the
GCOS programme prepared its Second Report on Adequacy. In 2002, only about 45% of this set of
stations (not all of which were then designated as part of GSN) supplied CLIMAT messages every
month, and about 35% provided none. The annual monitoring documents produced since 1999
jointly by DWD and JMA can be accessed either directly from http://www.dwd.de or via GOSIC. They
record a general increase over time in reporting, with the overall number of messages rising to a

completeness of about 90% or better for all regions other than the south-west Pacific (80%—85%) and
Africa (50%—60%). However, little, if any, improvement has been seen in the past few years. This is in
line with an analysis of NCEI archive statistics presented in the review of IP-10 Action Al in
Appendix 1, which called for improved availability of GSN data. The review of IP-10 Action A2 in
Appendix 1 discusses the provision of CLIMAT messages from non-GSN stations.

A corresponding global surface reference network has not been defined. Reference observation has
been established in the United States through implementing a new set of observing sites that are
instrumented to a high standard. The number of sites is now well over 100. This United States
Climate Reference Network began operation in January 2004, and a status report and assessment
has been provided (Diamond et al., 2013). The case for and practicality of establishing a global
network of such sites is being kept under review by the GCOS programme.
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Figure 11. Number of monthly CLIMAT messages for 2013 from each of 1 013 (out of 1 018) GSN
stations for which statistics are reported by NOAA/NCEI, as accessed via http://www.gosic.org/

4.2.3 Data archives

Several types of dataset provide general holdings of surface atmospheric observations. The NCEI
subdaily ISD has already been mentioned, and HadISD provides a subset of ISD for the period from
1973 onwards for stations chosen on the basis of the length of record and reporting frequency, with
data additionally subject to a set of quality-control checks (Dunn et al., 2012). It is important in such
subdaily datasets that information on all variables be kept together, not only to aid interpretation
but also to facilitate conversion between the different variables used for humidity (see section 4.3.3).

NCEI also provides a daily Global Historical Climatology Network (GHCN-daily) dataset comprising
variables such as maximum and minimum temperature, total daily precipitation, snow fall and snow
depth (Menne et al., 2012). By April 2014, it comprised more than 2.3 billion daily observations from
across the world, with the earliest observation being for 1 January 1763. Precipitation data were held
for some 92 500 stations, temperature data for some 30 000 stations and snow fall or snow depth
data for about 30 000 stations. Corresponding GHCN-monthly datasets are provided separately for
temperature and precipitation. World Weather Records, available via GOSIC, include monthly
averages of pressure, temperature and precipitation provided by NMHSs, which submit their records
under the auspices of WMO. Records have been published decadally by NCEI; those for 2001-2010
are still being assembled. Updating will then be moved to an annual basis.

Some regional datasets are available, notably that for daily data provided by the KNMI-led European
Climate Assessment & Dataset (ECA&D; http://www.ecad.eu) project from NMHS source archives,

which also provides gridded products. Systems that build on ECA&D software are in various stages of
establishment for South-East Asia, Latin America and West Africa (http://www.ecad.eu/icad.php).

Many nations also make data and products from their climatological stations directly available.
Comparability of such data requires improvement and implementation of guidelines on producing
climate datasets with regard to such matters as the definition of the climatological day or how many
missing values are acceptable in computing monthly, annual or long-term averages. Such matters fall
within the scope of the WMO CCl activity on climate data modernization.
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The ISD holdings of subdaily data were shown by Smith et al. (2011) to be much lower for the years
1963-1972 than for later or immediately earlier years. Much more comprehensive holdings for this
period have been accumulated for reanalysis, largely from datasets held at NCAR. Uppala et al.
(2005; see also the review of Action A12 in Appendix 1) quantify this in the case of the input data for
ERA-40, which built on earlier developments for the original NCEP/NCAR reanalysis, and were
supplied by ECMWF for use in the recent Japanese Reanalysis (JRA)-55 (Kobayashi et al., 2015).
Moreover, the subdaily data (upper air, as well as surface) used in global or regional reanalyses are
beginning to be made openly available by producers of the reanalyses where data policies permit. In
the particular case of ECMWEF, this will be continued through its operation of the Copernicus Climate
Change Service. These data may be less complete than those in source archives, due to decisions on
what data to process in each reanalysis, but the datasets carry the advantage of including quality
control and other feedback information, specifically background-forecast and analysis departures,
accumulated during production.

Reanalysis feedback is just one type of metadata relating to observations that can be helpful in
assessing and applying them. Information is needed on the instrumentation used and environment in
which the site is located, in particular, when changes occur. Initiatives in this regard include the
development of a siting classification by CIMO, and development of a Core Metadata Standard for
WIGOS.

4.3 Surface variables

4.3.1 Air temperature

Surface air temperature has profound and widespread impacts on human lives and activities,
affecting health, agriculture, energy demand and much more. It also has impacts on many natural
systems. It is a factor affecting the fluxes of heat, momentum, water vapour and trace species
between land and atmosphere and between ocean and atmosphere. Its monitoring provides a key
indicator of climate change. Observations of it contribute to estimates of what is commonly known
as “global-mean surface temperature” and to a number of indices of extreme conditions.

Surface air temperature is measured over land from the general networks discussed in the preceding
section. As indicated there, measurements are made either as values for particular times of the day
or as maximum or minimum values for which monthly averages are reported in CLIMAT messages.
Marine air temperature is measured from ships and moored buoys, but observations from ships are
more challenging to use than observations from land stations because of the variable heights of
measurement and solar heating of the ships, and their use suffers also from the declining open-
ocean data coverage discussed in section 4.2.1. Datasets nevertheless continue to be developed from
these data (Kent et al.,, 2013). Estimates with full geographical coverage are available from
reanalyses, which generally assimilate more widely available surface-pressure and wind observations
and infer information also from the SST analyses they use. Anomalies in marine air temperature
differ somewhat from anomalies in SST, associated in particular with anomalies in surface wind.

The global-mean surface temperature estimates that are widely used as a measure of global warming
(discussed further below) are not based solely on air temperature, however, but instead on a mix of
datasets that use surface air-temperature observations over continental land areas, islands and a few
fixed marine platforms, and otherwise use observations of SST and the surface temperatures of large
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inland water bodies. The datasets generally do not provide coverage over and near areas of sea ice,
except from a few island stations, and coverage is very limited over the continental ice sheets.
Systematic estimates of the relatively large temporal variations in temperature that can occur over
these areas are provided by reanalysis; such direct observations as are available currently or in past
records from ice-mass-balance buoys, ships and ice stations are important in this case for evaluation.
A recent such study, providing evidence also of both problems and improvement over time in the
quality of some types of observation (illustrated later in Figure 78), has been provided for the Arctic
by Simmons and Poli (2015). Land-surface temperature (LST) data from space-based clear-sky IR
measurements (section 6.3.17.1) also contribute, as shown by Fréville et al. (2014) for the data-
sparse Antarctic Plateau.

Three well-established and widely used estimates of global-mean surface temperature are those
based on gridded products provided by the Met Office in collaboration with the University of East
Anglia (current version HadCRUT4; Morice et al., 2012), by NASA (GISTEMP; Hansen et al., 2010) and
by NOAA (Merged Land-Ocean Surface Temperature Analysis (MLOST); Vose et al.,, 2012; and its
recent replacement NOAAGlobalTemp; Karl et al., 2015). Other groups provide estimates that are
similarly based on products gridded directly from observations of surface air temperature and SST;
alternatives (based either on SST or on marine air temperature) are provided by reanalysis and by
atmospheric models constrained by observations of SST and radiatively active trace species. All
present an overall picture of the multidecadal warming that has been termed unequivocal in the past
two IPCC assessment reports. Uncertainties nevertheless remain, both in global averages and in
assessing regional and local changes for parts of the world where observational coverage is relatively
poor and natural variability relatively large. They arise not only because of inadequacies and changes
over time in observational coverage, but also because of imperfectly known effects of changes in the
way observations are made and changes in the local environments of the measuring stations.
Ensembles indicating uncertainty in long-term variations are provided for the HadCRUT4 dataset, and
may otherwise be inferred (imperfectly due to common dependences) from the variability among
datasets or within the ensembles used in reanalysis and modelling approaches.

Progress continues to be made on these issues. Apart from the general improvements in
observational coverage and the moves towards better arrangements for metadata noted in the
preceding section, it comes from recovery of data and reprocessing of past records, including efforts
to adjust for the inhomogeneities in data due to instrumental or siting changes. As an example,
Figure 12 compares 30year mean temperature deviations from the 1961-1990 norm from
HadCRUT4 with the corresponding values from the earlier HadCRUT3 dataset (Brohan et al., 2006).
HadCRUT4 is chosen rather than NOAAGIlobalTemp or GISTEMP because it does not make use of
extrapolation or infilling to provide values for grid boxes that do not include observing sites.

The maps for both HadCRUT datasets show the much better coverage of the globe provided by the in
situ observations available for recent decades. HadCRUT4 has better coverage than HadCRUTS3,
especially over land. Here, it is based on the temperature dataset developed by the Climatic Research
Unit of the University of East Anglia (CRUTEM4), whose improvement over the earlier CRUTEM3 was
documented by Jones et al. (2012). Improvement is particularly evident at high northern latitudes.
CRUTEM4 also differs from CRUTEM3 where there is pre-existing coverage, in part due its use of
newly homogenized station data produced by a number of suppliers, NMHSs in particular. The
change to CRUTEM4 also reduces differences from ERA-Interim reanalysis available for the period
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from 1979. The data gap over South America in earlier years is reduced in recent years due to the
improvements in data availability noted earlier, but that over Africa remains substantial. HadCRUT4
still exhibits a data gap over the Arctic Ocean and a much more substantial void over much of
Antarctica, the Southern Ocean and the southernmost parts of the Atlantic, Indian and Pacific

Oceans.

Figure 12. Surface temperature anomalies (K) relative to 1961-1990 from HadCRUT3 (left) and
HadCRUT4 (right; median value from version 4.4.0.0). The coloured squares show the 5° x 5°
latitude/longitude grid boxes for which values are provided. Anomalies are shown as averages for
three 30 year periods (1881-1910 (top), 1931-1960 (middle) and 1981-2010 (bottom)). Values are
plotted only where no more than 36 months are missing in the 30 year period.

Evidence presented by Cowtan and Way (2014), Karl et al. (2015) and Simmons and Poli (2015)
pointed to warming from 1998 to 2012 that is higher than the central estimate given in the IPCC
(2013) report. Factors involved include sensitivity to analyses of SST and of warm wintertime Arctic
temperatures where there has been reduced sea-ice cover in several recent years, as illustrated later
in Figure 50 for the month of March. Subdecadal variability among different analyses remains quite
substantial, but there is general agreement among the analyses produced in close to real time that
the warmth of the global atmosphere during the current El Nifio event is exceptional.
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Further progress for temperature over land has been made under the auspices of ISTI (Thorne et al.,
2011). A new collection of data is being made with emphasis on ascertaining the provenance of the
data and openly documenting the subsequent quality control, data-merging decisions and so on.
Strict revision control and versioning are used. An illustration of coverage and length of record is
presented in Figure 13. It shows, for example, a much higher density of data over the United States
than that of the synoptic data transmitted in near real time (Figure 7), and higher density more
generally. Nevertheless, the regions of less-dense observations and shorter data records are the
regions that exhibit poorer coverage in several other illustrations in this report. It should also be
noted that not all stations provide records that continue to the present day. ISTI provides a basis for
further work on adjusting for inhomogeneities in data, including from its collection and study of data
from parallel measurements made during station-siting or instrumentation changes. It also provides
a basis for improved regional estimation of climate variability and trends, and for evaluating and
tuning modelling or statistical downscaling approaches to providing information for localities where a
historical observational record either does not exist or contains substantial gaps that need to be
filled.

Figure 13. Locations and number of years of data available for more than 32 000 stations for which
monthly data are held in the first release of the Global Land Surface Meteorological Databank,
organized under the auspices of ISTI. Stations with longer periods of record mask nearby stations

with shorter periods of record.
Source: Rennie et al. (2014)

Surface air-temperature data are used to evaluate 16 out of the 27 core climate change indices
(http://etccdi.pacificclimate.org/list 27 indices.shtml) identified by the Expert Team on Climate

Change Detection and Indices (ETCCDI) established under the auspices of two WCRP core projects
(Climate and Ocean: Variability, Predictability and Change (CLIVAR) and GEWEX), WMO CCl and
JCOMM. This activity led to the development of data products related to indices of extremes
(Alexander et al., 2006) with recent improvements in the spatial and temporal coverage of these
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products, primarily through targeted regional workshops (Donat et al., 2013a, 2013b), and in better
quantification of uncertainty estimates (Dunn et al., 2014).

4.3.2 Wind speed and direction

Surface wind has substantial influence on the exchanges of momentum, heat, moisture and trace
species between the atmosphere and the underlying ocean and land. It drives ocean waves, storm
surges and sea ice, and provides a key forcing of the ocean circulation that is responsible for the
global transport of important amounts of heat and carbon. It is a sensitive indicator of the state of
the global coupled climate system, and knowledge of it is important for understanding climate
variability and change, and for climate model evaluation. Data on surface wind have direct
application to sectors such as transport, construction, energy production, human health, marine
safety and emergency management. They are also used in metrics that characterize the strength of
tropical cyclones.

Space-borne scatterometer and passive MW imager data (Figure 14), and polarimetric MW data from
WindSat, provide valuable sources of information on wind over the oceans, where they are
complemented by in situ observations that come mainly from VOSs and buoys. Scatterometers, in
particular, have the potential to provide coverage and a spatial resolution of wind speed and
direction that capture important scales of ocean variability and can measure the wind field in the
vicinity of tropical cyclones, notwithstanding their limitations for the strongest of winds. Action Al11
in IP-10 called for the required orbital coverage. As discussed in Appendix 1, data are currently still
widely available only from mid-morning orbits, but planning is in place that should result in broader
coverage. General issues related to observations from ships and from the array of moored buoys in
the tropical Pacific are discussed in section 4.2.1, section 5.2 and in the reviews of several of the
ocean-domain actions from IP-10 in Appendix 1.

Figure 14. Examples of data coverage by satellite instruments providing data relating to surface
wind, based on ECMWF maps of operational data receipt for the six hour period from 2100 UTC on
29 March to 0300 UTC on 30 March 2015. Colours denote different satellites. Data points are from
the scatterometers on the Metop-A and -B satellites, and from AMSR2, SSM/I, SSMIS and TMI MW
imagers. TMI ceased measurements on 8 April 2015. Not shown is the scatterometer data coverage

currently provided by ISS-RapidScat and HY-2A instruments.
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Over land, the observation of wind speed and direction is accomplished largely through the
WWW/GOS surface synoptic meteorological network, although measurements are representative
only of quite local conditions for many locations. More broadly representative estimates may be
derived from pressure data, and high-frequency pressure data can, in particular, be useful in stormy
situations. Moreover, the higher-resolution four-dimensional data-assimilation systems now used for
reanalysis are capable of making use of hourly data. Action A2 in IP-10 called for increased reporting
of hourly data. The general discussions of spatial and temporal resolution, automation and data
availability for the surface network given in section 4.2, and the related reviews of Actions A1-A5 in
Appendix 1, apply to surface wind observation in particular.

Methods of observation and spatial sampling of marine winds have varied quite substantially over
time. This includes variations in sampling by satellites in recent years, changes over time in the height
of anemometer measurements from ships, the change from earlier estimation of winds according to
the Beaufort scale from visual observation of sea state, and changes in the number of ships providing
data and the routes plied. Here, progress in the recovery of data on wind and surface pressure from
ships’ logs has found application through the recently developed capability for twentieth century
reanalysis (Compo et al.,, 2011; Poli et al.,, 2013), although the potential of such reanalysis for
elucidation of long-term change remains uncertain. Among its list of key observational uncertainties,
IPCC AR5 states: “[t]here is low confidence that any reported long-term (centennial) changes in
tropical cyclone characteristics are robust, after accounting for past changes in observing
capabilities”.

Multidecadal data products include global datasets from reanalysis, for the recent decades when
satellite data provide additional observational constraints as well as for the centennial time range
discussed above. These datasets are typically based on assimilating surface wind data only over sea,
although other data, notably on surface pressure, constrain the surface wind analyses over land.
Berry and Kent (2011) provided a new marine-only dataset from 1973 based on a direct analysis of
data from VOSs, including uncertainty estimates. There are also numerous satellite-based products
for ocean winds. Many are linked to individual platforms or instrument types, but Atlas et al. (2011)
described a marine dataset based on cross-calibrated satellite data from multiple platforms, drawing
also on in situ wind data and ECMWF analyses. Assessment of in situ data and products tends to be
ad hoc, with contributions from the CLIMAR workshops and the workshops on Advances in the Use of
Historical Marine Climate Data. Assessment of satellite data and products is undertaken by the
International Ocean Vector Winds Science Team and by the International Winds Working Group of
CGMS.

4.3.3 Water vapour

The humidity of air near the surface of the Earth affects the comfort and health of humans, livestock
and wildlife, the swarming behaviour of insects and the occurrence of plant disease. Among other
impacts are those that stem from the formation of fog. Along with temperature and wind, near-
surface water vapour influences the surface fluxes of moisture and thus plays a role in the energy
and hydrological cycles.

Several variables relating to water vapour are either measured or used in applications of the data. All
can be derived from the actual (or “dry-bulb”) temperature of the air and the corresponding
dewpoint temperature, provided also that the atmospheric pressure is known from measurement or
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from reanalysis. Dewpoint temperature is the variable usually reported by observing stations, even if
what is directly measured is one of the other variables. Conversion formulae are prescribed in WMO
Technical Regulations. Various methods of measurement are used, and the method generally
changes when a change is made from manual to automatic measurement. The CIMO guide (WMO,
2010a) provides further reading on this topic.

Dewpoint temperature data are provided by the land and marine surface networks discussed in
sections 4.2 and 5.2, and issues of spatial and temporal coverage are as for the other variables
provided by these networks. Humidity data are subject to larger uncertainties than those for
temperature, due to larger measurement uncertainty and the uncertainties introduced by data
conversions. Precision of reporting is a further issue, as shifts in processed products over sea have
been linked with the predominant reporting of dewpoint temperature only in whole degrees prior to
1982 (Willett et al., 2008). Both temperature and dewpoint temperature are currently still reported
only in whole degrees in the METAR code. The main requirement for archived data is for synoptic
data (as provided by ISD and HadISD, for example) not daily or monthly summaries, because the
various conversions between variables are nonlinear. Action A12 of IP-10 (Appendix 1) concerns the
general submission of water vapour data from national networks to the international data centres.

The GCOS (2009) report showed good progress for this ECV, based on the availability and archiving of
data from the synoptic record, the emergence of near-global products based on analysis of the data,
and the degree of agreement between these humidity-specific products and reanalyses, as
subsequently confirmed by Simmons et al. (2010). The humidity-specific products referred to at the
time were not continued routinely, although reanalysis was. Now, however, new monthly products
for a suite of humidity variables over land, including uncertainty estimates, have been produced
based on HadISD data (HadISDH; Willett et al., 2014a), and are scheduled to be updated annually.
Over sea, the National Oceanography Centre Southampton (NOCS)v2.0 dataset (Berry and Kent,
2011) includes a gridded specific humidity product at 10 m height based on observations from ships.
It too comes with uncertainty estimates and is kept up to date.

Figure 15 displays examples comparing values of specific and relative humidity from HadISDH and
ERA-Interim reanalysis. ERA-Interim values over land are constrained by the assimilation of the many
types of observation that influence its background forecast as well as by its direct analysis of
temperature and dewpoint data. Its values over sea are strongly influenced by the SST analysis it
uses. They show consistency with values over land and from the island stations that contribute to
HadISDH. HadISDH provides a coverage of the land masses that reflects the general coverage of
surface observations illustrated earlier. Agreement between the two datasets is generally good,
more so for specific than relative humidity. A broader set of comparisons is presented and discussed
by Willett et al. (2014b).

Screen-level observations of temperature and dewpoint have also been used for some time and with
some success in numerical weather prediction and reanalysis systems to provide input data for
analyses of soil temperature and humidity (Albergel et al., 2012, 2015).
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Figure 15. Surface air specific humidity (g kg™; left) and relative humidity (%; right) anomalies
relative to 1981-2010 from HadISDH (version 2.0.1) and ERA-Interim, mapped for 2010 and as
12 month running mean time series of land values from 1979 to 2014. Land values are area
averages over the grid squares where HadISDH provides values, weighted by the land—sea mask
used by ERA-Interim.

4.3.4 Pressure

Surface pressure is a fundamental meteorological variable for which observations are required for
initializing forecasts and for use in reanalysis systems. It is an indicator of circulation patterns.
Differences between surface pressures at pairs of stations provide traditional indices of the North
Atlantic and Southern Oscillations. Other indices are based on zonal means or principal-component
analyses of gridded fields. Surface pressure also provides information on the intensity of weather
systems, including tropical cyclones. It has an impact on sea level.

Surface-pressure observations are reported routinely from the synoptic networks for which coverage
has been presented in Figure 7. They are complemented by a sparser set of measurements over sea,
mainly from VOSs and from sensors mounted on some of the drifting and moored buoys. Operational
data exchange and quality-control procedures are well established for these types of data. The
geographical distribution of drifting buoys equipped with pressure sensors is illustrated in the review
of Action A6 of IP-10 in Appendix 1. It is discussed further there, and later in this section. The
corresponding distribution of data from ships has been discussed in section 4.2.1.
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Figure 16 illustrates how the numbers of observations of different types have varied over time since
1980. It must be regarded as indicative rather than definitive, as it is based on the data actually used
in the ECMWF ERA-Interim reanalysis.” It shows a general increase over time in the number of
observations, in particular for data reported to be from automatic measurements. This is especially
the case for data from ships and the fixed platforms that report in SHIP code, for which the number
of manual observations has declined substantially since the 1980s. The number of data reported as
from manual observation at land stations has been slightly higher recently than at any time since
1980, although increased frequency of reporting has again to be kept in mind. Observations from
drifting buoys increased substantially in the mid-2000s to reach their planned level, as reported in
the GCOS (2009) report. Numbers remained steady at this level for a while, but fell quite
substantially and disconcertingly in 2011 and 2012. This was because of unexpectedly short buoy
lifetimes for reasons explained in section 5.2.3. Problems have now been resolved, and numbers
have reached an all-time high.

A particular concern expressed in IP-10 was that surface pressure was not sensed from all drifting
buoys. Although IP-10 noted a significant improvement in recent years, it called for surface-pressure
sensors to be included in the suite of instruments on all buoys. The review of Action A6 (Appendix 1)
notes only modest improvement since 2009. There also continues to be a dearth of surface-pressure
measurements from drifters located in the tropical and subtropical Pacific Ocean. This was noted in
the GCOS (2009) report, but has not been remedied.

Surface pressure has not been a variable generally measured from space, but the GOSAT and OCO-2
greenhouse gas missions in orbit since 2009 and 2014, respectively, provide measurements of the
amount of oxygen (O,) in the atmospheric column, and thus essentially of dry air, as other
contributing gases are well-enough mixed. The contribution of column water vapour to surface
pressure is only a few hectopascals, and can be taken to sufficient accuracy from atmospheric data
assimilation if not from satellite data, so these satellites provide estimates of surface pressure. It is
not yet clear what value this type of observation adds to that provided by high-resolution global
data-assimilation systems and what the implications are for future measurement from space.
Reduction of bias in the retrieval of surface pressure has been one focus of work on estimation of
column-averaged dry-air mole fractions of CO, and methane (CH,4) from GOSAT (Yoshida et al., 2013;
sections 4.7.1 and 4.7.2).

In addition to the archives for surface atmospheric observations in general that have been noted
earlier, ISPD holds data from the eighteenth century onwards, extracted from international archives
and supplemented by direct contributions. This database has provided input to the twentieth century
reanalyses referred to in sections 3.6 and 4.3.2. The interest in these reanalyses provides motivation
for continued efforts to recover and digitize the contents of paper records of both marine and land
measurements of surface pressure. Cram et al. (2015) document version 2 of the dataset, illustrating
data coverage as a function of year and discussing some of the improvements being made as a result
of progress in data recovery and the availability of feedback from use of the data in reanalysis.

* ERA-Interim did not use data in METAR codes prior to 2004, does not use additional data in a new
AUTOMATIC METAR code that would have increased the data count from late 2014, had a slightly higher
number of data over land prior to 1995 due to a data-exchange arrangement (Uppala et al.,, 2005) and
otherwise relies predominantly on observations transmitted in near real time.
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Figure 16. Number of surface-pressure observations from land stations, from ships and fixed
platforms that report in SHIP code, and from drifting buoys and those moored buoys that report in
BUOY code, assimilated each month in ERA-Interim from January 1980 to June 2015. Shading
shows the number of SYNOP and SHIP reports assigned to be manual and automatic, and the
number of METAR reports. The surface-pressure observations reported in BUOY code are
overwhelmingly from ocean drifting buoys.

4.3.5 Precipitation

Precipitation, either liquid or solid, is perhaps the single most important climate variable directly
affecting humans. Through either its duration, intensity and frequency or its lack of occurrence, it
influences the supply of water for personal consumption and use in agriculture, manufacturing
industries and power generation, causes risks to life and the functioning of society when associated
with floods, landslides and droughts, and affects infrastructure planning, leisure activities and more.

Precipitation is closely related to cloud properties, a number of terrestrial ECVs and to ocean-surface
salinity. It is indicative of the release of latent heat within the energy cycle, as well as being at the
heart of the hydrological cycle. Observations are needed for hydrological monitoring, to identify and
understand climate variability and change, for understanding, interpreting and attributing particular
climate events, for developing and evaluating climate models and for assimilation to constrain
reanalyses. This is aside from the importance of these observations for weather prediction. Although
classed as a surface ECV, information is needed on the vertical profile of falling hydrometeors, not
only within clouds but also below clouds where melting and evaporation can occur.
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One of the key uncertainties related to precipitation identified in IPCC AR5 states that: “[c]hanges in
the water cycle remain less reliably modelled in both their changes and their internal variability,
limiting confidence in attribution assessments. Observational uncertainties and the large effect of
internal variability on observed precipitation also precludes a more confident assessment of the
causes of precipitation changes”.

Observation of precipitation is especially challenging, owing largely to its intermittency and high
spatial variability, but due also to other factors such as the complications from blowing snow.
Measurements from gauges remain the principal source of data for climate use over land. Metadata
on siting and data on at least wind may be used to correct for characteristic deficiencies in
measurement such as undercatch of both rain and snow. Automated systems can provide better
time resolution. Ground-based radar measurements provide high spatial and temporal resolution
data, though with less-complete coverage and limited data exchange. Modern dual-polarization
radar is far better in this regard in terms of accuracy and quality control, but the technology is not yet
the global standard. IP-10 Action A7, reviewed in Appendix 1, is partly concerned with the submission
to international data centres of hourly gauge totals and products derived from radar data; much
remains to be done, despite some progress.

Estimates of precipitation from space are made predominantly from passive space-based remote-
sensing in the spectral range from visible (VIS) to MW frequencies. The space-based precipitation
radar on the Tropical Rainfall Measuring Mission (TRMM) satellite provided an invaluable record of
tropical precipitation following launch in 1997 until its operation ceased in April 2015. A precipitation
radar currently flies on the Global Precipitation Measurement (GPM) Core satellite, covering middle
as well as tropical latitudes. Satellite data on precipitation are needed especially over sea and over
those land areas where ground-based measurements are either not made or are not widely
available. Quality control and cross-validation of in situ and remotely sensed data remain key issues.

IP-10 Actions A8, A9 and A10, reviewed in Appendix 1, relate to the above topics. Action A8 called for
the continuity of satellite products on precipitation to be ensured, for which agencies have provided
support for data reprocessing and product generation, including accommodation of new
instruments, but which also rests on future continuation of the various types of measurement made
from space. The prospects for continuation are assessed to be generally good, with some
reservations over the degree of continuity of MW imager data and a specific need to set
arrangements in place for continuing precipitation-radar measurements after GPM Core. Action A9
called for deployment of measurement of precipitation on a set of reference moored buoys, to
provide data for evaluating and refining the products derived from space-based data. Progress is
being made, though definition of the required network has yet to be completed. Action A10 called
for development and implementation of improved methods for observing precipitation and deriving
associated products. Advances here include the deployment of dual-polarization ground-based
radars, satellite missions that make measurements at MW frequencies sensitive to light rain and
snow fall, with future extension to the submillimetre wavelength range, and an international
programme for intercomparing automatic in situ measurements of solid precipitation. They also
include initiatives to facilitate and promote the making and submission of measurements by
volunteer observers.
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Action A7 called generally for precipitation gauge data to be submitted to international centres such
as GPCC (operated by DWD) and NCEI. Figure 17 shows the number of stations from which GPCC
holds data for forming its monthly products (Becker et al., 2013). The period is from 1901 onwards,
and sources of the data are indicated. GPCC relies heavily on data supplied by individual nations,
often under the condition that data may be used to generate the gridded products but not
resupplied. The openly available data from the NCEI GHCN-monthly archive provide one source, but
can be seen to come from far fewer stations than included in total in the GPCC database.

Figure 17. Variation since 1901 in the total number of stations providing data held in the monthly
database of GPCC at DWD as of April 2015 (dark blue line). Also shown are the numbers of stations
providing data in each of the sources used by GPCC. Sources comprise national and regional
holdings, and other databases specified in the list of acronyms at the end of this report. Further

information on the GTS source is presented later, in Figure 80.
Source: Figure reproduced with permission of DWD

Increases in GPCC holdings have been substantial over the past six years. National data supply over
the period has raised the number of stations providing data from about 35 000 to 50 000 for the
years 1970-1985. Data from about 5 000 more stations are now in the database for 1951, and about
2 000 more stations are in the database for 1901. Delays in data acquisition make it difficult to
comment on the underlying availability of data for recent years, other than for those obtained from
WMO GTS, for which discussion is included in the review of Action A7 in Appendix 1.

Figure 18 shows the geographical distribution of stations in the GPCC database, classified according
to the lengths of record held, using the same colouring as in Figure 13 for ISTI temperature records.
As is the case for temperature, the precipitation records span the twentieth century for several
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regions. Many continue up to close to the present day, although some cease in the 1960s or earlier,
for example, those providing dense coverage over India. Geographical variations in the density of
coverage and lengths of record are generally similar in overall character to those shown for
temperature, but are generally larger. There is a particular lack of data over Greenland and
Antarctica. More generally, differences reflect not only variations in the density with which
observations are made, but also variations in the extent to which individual countries amalgamate,
digitize and make available their holdings of precipitation data.

Figure 18. Locations of 75 631 stations and lengths of their precipitation records held in the
monthly database of GPCC at DWD. Only stations with records longer than 10 years, covering

periods beginning no earlier than 1814, are shown.
Source: Figure reproduced with permission of DWD

The GPCC monthly product based on its full data record was one of several datasets whose
examination led IPCC AR5 to conclude as a key uncertainty: “[c]onfidence in global precipitation
change over land is low prior to 1951 and medium afterwards because of data incompleteness”. The
jump in station numbers in 1951 seen in several curves in Figure 17 is indicative of the scope for data
recovery for earlier years, although quite how much there is to be gained beyond removal of evident
artefacts in data collections is uncertain. Aside from the general issues of data recovery discussed in
section 3.7, and of lack of release of data from some countries, recovery of precipitation data has to
surmount the obstacles caused by data records that fall under various administrative agencies within
individual countries and that lack documentation to support the quality assurance of the records to
be recovered.

It was noted in section 4.3.1 that surface air-temperature data are used to evaluate 16 out of the 27
core ETCCDI climate change indices. Precipitation data are used to derive the other 11. The latter all
require data on daily precipitation. The indices obtained in the HadEX2 database (Donat et al,,
2013a) are based on data from 11 600 stations, far fewer than those that support monthly GPCC
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products for all but the earliest and latest years. The IPCC AR5 key uncertainty “[t]here is low
confidence in an observed global-scale trend in drought or dryness (lack of rainfall), due to lack of
direct observations, methodological uncertainties and choice and geographical inconsistencies in the
trends” was based, in the case of dryness, on studies of indices for dry-spell length. Here, there is
scope for recovery of daily data where needed and generally for a more-widespread open release of
such data.

Many different satellite-based and merged satellite-gauge data products exist; the NCAR Climate
Data Guide (http://climatedataguide.ucar.edu) and the CGMS/WMO International Precipitation
Working Group (IPWG; http://www.isac.cnr.it/~ipwg/data/datasets.html) provide lists. The GPCP
dataset referred to earlier (http://precip.gsfc.nasa.gov/) is one widely used merged product.

Combined ground-based radar-gauge products have been produced by several countries; the NOAA
NCEP Stage IV product for the contiguous United States is assimilated operationally by ECMWEF, for
example. A first set of experimental radar climatology products is under development, based on
reprocessing. Monthly variations in some reanalysis products have been shown to be in reasonable
agreement with gauge-based products, with better agreement for newer reanalyses and newer
versions of both types of product, notwithstanding longer-term shifts in reanalyses associated with
observing-system changes.

Aside from the interests in precipitation of bodies with general international responsibilities for data
reprocessing, product generation and related activities, specific responsibilities fall to IPWG in the
case of satellite measurements and data products. IPWG undertakes validation and intercomparison
of data products, and has established links with the GEWEX Data Assessment Panel. Notwithstanding
the availability of data inventories and guides such as those provided by NCAR, and assessments for
specific regions or datasets, an update of the previous comprehensive GEWEX assessment of global
data products (WCRP, 2008) is overdue. GEWEX accordingly is preparing to undertake a new activity
on precipitation assessment, in which it is planned to issue reports every two years on distinct topics.

4.3.6 Surface radiation budget

Radiation at the Earth’s surface is a fundamental component of the surface energy budget that is
crucial to many aspects of the working of the climate system, including its energy and hydrological
cycles. Systematic ground-based observation is needed for monitoring climate variability and change,
and for evaluating products based on satellite data and from reanalyses and model runs. Data are
also important for the siting and operation of solar power-generation systems, and for agriculture,
health protection and tourism. UV indices and records of sunshine hours support the latter two
applications.

Comprehensive observation of the surface radiation budget involves measurement of a number of
specific variables: direct normal solar irradiance and exposure, diffuse horizontal solar irradiance and
exposure, upwelling solar irradiance and exposure, downwelling IR irradiance and upwelling IR
irradiance. The Baseline Surface Radiation Network (BSRN) has operated since 1992 under the
auspices of GEWEX. It has established the relevant measurement techniques and has been
recognized since 2004 as the GCOS baseline network for surface radiation. BSRN provides high-
quality measurements of radiation at the surface, but with limited spatial coverage. Its archive has
been hosted since 2008 at the World Radiation Monitoring Centre (WRMC; http://bsrn.awi.de)
operated by the Alfred Wegener Institute. The Technical Plan for BSRN Data Management has been
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updated (Konig-Langlo et al., 2013), and provides information that is supplementary to that given in
this report: on quality control, visualization and data-handling tools as well as on network
characteristics.

Figure 19 shows the locations of stations in the network, including a small number of stations that
are known to have been closed but whose data remain useful for some purposes, and a similar
number of stations from which observations are planned. This represents an overall improvement on
the situation given in the GCOS (2009) report. The WRMC website in February 2015 showed that data
from 10 additional stations have since become available, with start dates between March 2009 and
December 2014, and that the archive now holds more than 8 000 monthly records from about 60
stations, starting from 1992 for 9 stations. Data-scarce areas remain, however, especially over oceans
and for eastern Africa and central Asia. Further discussion of the performance of BSRN is given in the
review of Action A14 of IP-10 in Appendix 1.

Figure 19. Running, planned and closed BSRN stations. The plotting does not distinguish pairs of
nearby United States stations in Boulder, CO, and near Washington, DC. It is based on information
from WRMC, Alfred Wegener Institute, downloaded from http://bsrn.awi.de in February 2015.

The World Radiation Data Centre (WRDC; http://wrdc.mgo.rssi.ru) is hosted by the Voeikov Main
Geophysical Observatory of the Russian Federal Service for Hydrometeorology and Environmental

Monitoring. It archives and produces quarterly reports on sunshine and surface radiation data from
national networks, supplied mostly by NMHSs. Some radiation data, mainly incoming solar, are now
transmitted on GTS in reports provided in either the SYNOP code or its replacement binary universal
form (BUFR) code. Data coverage maps and their discussion are provided in the review of Action A13
of IP-10 in Appendix 1. They show a significantly increased number of stations from which data are
held, although regular receipt of data, which recently have been subject to quality control by WRDC,
has remained at about 400 stations. The number of users accessing archived data has increased. One
concern is a reduced number of high-quality solar observations due to automation, although
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introduction of automatic sunshine-duration meters can bring improvement in observational
accuracy for this particular variable. A general lack of long-term records is a further concern. Scope
exists for data recovery through digitization of sunshine-recording charts.

Monthly sunshine data are included in some of the monthly CLIMAT reports provided by GSN and
RBCN stations. GSNMC at DWD (http://www.gsnmc.dwd.de) reported in 2010 that the numbers of
RBCN stations providing such data were 787 for January 1985, 946 for January 1995 and 1 601 for
January 2010. The 2010 value represents a little over half the total number of stations providing

CLIMAT reports. Data coverage tended to mirror that shown for GSN CLIMAT reports in Figure 11,
but with a few national exceptions. Most evident was the absence of sunshine data from Brazil for
1985 and 1995 and the United States for 1995 and 2010. Although GHCN-monthly datasets derived
from CLIMAT reports are provided only for temperature and precipitation, the sunshine data are
included in the monthly submissions of accumulated GSN data provided to NCEI by GSNMC, and are
available also for January 2000 onwards directly from the GSNMC website, which also provides
“quick-look” data for the most recent month or two.

Measurements of surface radiation over sea, mainly of solar fluxes, are made from some of the
moored buoys in the networks discussed in section 5.2.4. They are also made during cruises by
research vessels.

Surface radiation products have been increasingly derived from satellite data. Examples are the
products provided for the period from July 1983 to December 2007 by the NASA/GEWEX Surface
Radiation Budget project (http://gewex-srb.larc.nasa.gov/) and the sets of products that span various
periods covering from 1983 to the present from EUMETSAT SAF on Climate Monitoring (CM SAF;
http://www.cmsaf.eu) led by DWD. Generation of these products makes use of radiative transfer

modelling and ancillary data on several surface and atmospheric variables, which introduces a
greater degree of uncertainty into product values than is the case for top of atmosphere (TOA)
fluxes. Assessments, against BSRN data in particular, are reported by data providers, for example, by
Posselt et al. (2012) in the case of CM SAF, who include results for other products, including some
from ERA-Interim reanalysis. A more independent evaluation (of TOA as well as surface products) has
been provided by the GEWEX Radiative Flux Assessment (WCRP, 2012a), although as preparation for
this began as long ago as 2004, it is less up to date, evaluating the earlier ERA-40 reanalysis rather
than ERA-Interim, for example. This assessment noted that although the consensus was not quite as
good for the surface as for TOA, primarily owing to issues with ancillary data, it was good enough to
significantly narrow the spread of estimates provided by current climate models.

Global-mean surface downward short-wave and long-wave radiative flux estimates were presented
in IPCC AR5 with an uncertainty range of 10 W m™, based on a study by Wild et al. (2013) that
combined BSRN and Coupled Model Intercomparison Project (CMIP)5 model data. Although Posselt
et al. (2012) showed that ERA-Interim did not fit BSRN data quite as well as CM SAF products did, the
global estimates from ERA-Interim reported by Berrisford et al. (2011) are within 1 W m™ of the
central estimates of Wild et al. for the downward and upward long-wave fluxes and for the reflected
surface solar flux, with a 3 W m™ difference for the downward surface solar flux.
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4.4 Meteorological upper-air networks

Observation of upper-air meteorological variables characterizes the atmosphere above the surface of
the Earth, where dynamic, thermodynamic and constituent-transport processes that are basic to
weather and climate occur. Measurements of temperature, wind, water vapour and cloud are vital
for initializing and verifying weather and short-term climate forecasts, for evaluating the
characteristics of the models used for longer-term climate projections, and for detecting,
understanding and attributing variability and change in the climate system. Data on incoming solar
radiation at TOA are fundamental for documenting the external forcing of the climate system and
specifying it in models, while data on the outgoing thermal and reflected radiation are important for
guantifying the energy budget and evaluating models. Knowledge of the state of the atmosphere is
also important for deriving marine and terrestrial information from space-based observation, as well
as for the estimation of surface radiation discussed in the preceding section. This includes knowledge
of the varying composition of the atmosphere, which is discussed separately in sections 4.6 and 4.7.

Observations from satellites have provided an increasingly important source of upper-air data over
more than 40 years. Data from radiosondes and commercial aircraft are also important components
of the overall observing system. Pilot balloons and ground-based profilers provide supplementary
wind information, net water vapour content is estimated from the delay in receipt of GNSS signals by
ground-based receivers, and other forms of ground-based remote-sensing also play a role.

General discussion and illustration of the provision of data from satellites are given in section 3.4,
and more specific information is given variable by variable in section 4.5. General aspects of the
radiosonde and aircraft networks applicable to more than one variable are discussed here.

4.4.1 Comprehensive radiosonde networks

Comprehensive, baseline and reference networks are defined for radiosonde measurements. WMO
WWW/GOS provides the comprehensive network. Figure 20 shows the geographical distribution of
stations providing data and categorizes the annual number of soundings received, based on data
holdings accumulated operationally by ECMWF for the years 2002 and 2014. Small differences in
data receipt and archiving may occur between operational centres due to the vagaries of the working
of GTS and data decoding issues, as discussed below for the baseline GCOS network, but these are
insignificant from the viewpoint of an overall assessment.

Figure 20 shows notable increases from 2002 to 2014 in the frequency of data provided over the
Russian Federation, South America and the islands of South-East Asia and the tropical west Pacific.
Coverage has remained poor over much of Africa, despite some local improvements in reporting
frequency. Of the countries and regions with a decline in reporting, that over Europe is from a
particularly high level in 2002. Overall, there is a net increase of 10% from 2002 to 2014 in the
number of radiosondes reporting a 500 hPa temperature. Corresponding increases are 13% for
dewpoint and wind. This is accounted for mostly by the overall increase in reporting frequency,
although coverage has improved slightly, at least in terms of the evenness of the distribution of
observations.

Other improvements can be noted. There were additional increases from 2002 to 2014 in the
number of data reported for the stratosphere, with net rises of 20% for temperature and 27% for
wind in the number of reports for 30 hPa. There was also an increase in the number of data reported
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for the significant levels at which additional data are provided by the radiosonde operator to
characterize the vertical structure of the ascent more fully. Action A17 of IP-10 called for general
improvement of the radiosonde network, and Figure 86, in the review of this action in Appendix 1,
shows monthly numbers of radiosonde observations from 1979 to mid-2015. Values for the most
recent years prior to 2015 are some 50% higher than in the 1980s and 1990s for the middle
troposphere, and about twice as high for the middle stratosphere. Moreover, periodic radiosonde
intercomparison campaigns, reported by Nash et al. (2011) in the case of the latest campaign under
WMO auspices, studies of the homogeneity of the data record and feedback from data assimilation
all point to improvements in data quality as well as quantity, as discussed further in section 4.5.

Figure 20. Annual counts of radiosonde reports from fixed land stations received operationally by
ECMWEF for 2002 and 2014. Plots are based on temperature data received for the 500 hPa level;
counts for humidity and winds at this level differ by less than 5% in 2002 and less than 2% in 2014.

Action A17 of IP-10 specifically called for the use of BUFR coding of radiosonde data, to provide high-
resolution reports that include the actual time and position of each observational element, which is a
limitation of the long-established alphanumeric TEMP code. Discussion of the transition from TEMP
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to BUFR coding is included in the review of this action in Appendix 1. As this transition is currently
taking place and is far from trouble free, the results presented in the main text of this report are
based on the data transmitted in TEMP code.

A few radiosonde ascents are still made from ships, in particular routine automated ones from
merchant vessels, but the number received by ECMWF in 2014 was only about 1% of the number of
ascents from fixed land stations. Smaller still in overall numbers, but targeted, are the sets of
dropsondes occasionally deployed over sea from aircraft, usually in and around severe cyclonic
weather systems or where such systems are thought likely to develop. A system to release
dropsondes from constant-level balloons (section 4.5.2) has also been developed, and deployed in
field experiments (Cohn et al., 2013).

4.4.2 Observations from aircraft

Upper-air data have been provided routinely by measurements made from commercial aircraft since
the 1960s. They are a significant observational source for reanalysis systems, in addition to their
importance for numerical weather prediction. Introduction of frequent automatic reporting and the
expansion of air traffic has resulted in a substantial increase in the amount of data reported and used
each day, predominantly for temperature and wind.

The upper two panels of Figure 21 compare data coverage for October 2002 and October 2014 for
the data received routinely by ECMWEF. Data distributions clearly depict the major flight routes,
though the orientation of a number of observations along lines of longitude is a consequence of
some reports being made only every 5° or 10° of longitude. Factors such as population distribution,
economic activity, conflicts and tourism influence where and how frequently observations are made.
Observations currently vary in number by some 30% from weekdays to weekends where they are
densely located over North America, but show less variability elsewhere. The net increase in
observation number from October 2002 to October 2014 is by a factor of more than 3. In addition to
general increases in the number of flight routes from which data are reported, the change in the
number of observations from 2002 to 2014 over eastern China is noteworthy.

The increase in net number of observations has been accompanied by a relatively greater increase in
the number of observations provided by aircraft as they either ascend from or descend to airports.
The bottom panel of Figure 21 shows the locations and average frequencies of aircraft data
assimilated operationally by ECMWEF for pressures higher than 700 hPa, for October 2014. The lower
tropospheric data from ascending and descending aircraft tend to be provided predominantly for
regions that are also well provided for by radiosonde data, although the aircraft data may partly
compensate in places for less-frequent radiosonde launches, over Australia for example. Data are,
however, also provided where there are spatial gaps in radiosonde provision, most notably over
southern Africa. Important in this context is the development and gradual implementation of a
capability to measure humidity (discussed in section 4.5.3), as well as temperature and wind.

Additional observations are made by aircraft equipped with the Tropospheric Airborne
Meteorological Data Reporting (TAMDAR) system, predominantly over North America on short-haul
aircraft that provide relatively more ascent and descent data but less data at high levels than those
discussed above. Humidity is included in the set of measured variables. Ongoing assessments of
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these data are important, as even if they are for a region that already has a relatively high density of
other observations, there is a potential for the system to be used in regions where data are sparse.

Figure 21. Distribution of aircraft data as received operationally by ECMWF (as ACARS, AIREP and
AMDAR reports) for October 2002 (top) and October 2014 (middle), and as assimilated
operationally for data from pressures greater than 700 hPa (bottom). Plots are based on the
numbers of temperature reports; the corresponding numbers of wind reports are less than 1%
smaller. A symbol is plotted for each 0.5° latitude/longitude grid box that contains at least three
observations per month. Colour indicates the average number of observations per day.
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4.4.3 Baseline upper-air networks

The baseline GCOS Upper-Air Network (GUAN) is a subset of the WWW/GOS radiosonde network
chosen to have as uniform a spacing as reasonably possible, taking into account length and quality of
historical data records, recent measurement quality and expectations of continuity of operation. The
distribution of GUAN stations and indications of the number of 500 hPa temperature and wind
reports they provided in 2013 are shown in Figure 22.

Data provision by GUAN stations is monitored by NCEI. Reports dating back to October 2001 can be
found via GOSIC. Figure 22 is nevertheless based on the ECMWF operational data receipt, as a
station-by-station comparison for the year 2013, carried out during preparation of this report,
showed that ECMWF had data from one station on which NCEI did not report and complete data
records for the year for two other stations for which NCEI reported data only from July. The latter
may be connected with station-list changes that prevented decoding of messages from the two
stations, which had caused problems at ECMWEF in 2012. This type of problem should be addressed
by the move to BUFR encoding, as the BUFR report includes the position of each station with the
data, rather than requiring it be found on a station list. Small discrepancies in data numbers for other
stations likely reflect how data flows on GTS, which was found during preparations for ERA-40
reanalysis to result in slightly higher data receipt at NCEP than ECMWF (Uppala et al., 2005).

Both Figure22 and NCEI records show two non-reporting GUAN stations for radiosonde
temperature. One of them provided (and continues to provide) only wind data from pilot-balloon
ascents, while the other suffered equipment failures but resumed sending data in April 2014. Reports
in 2013 varied from a near-perfect record of four-times-a-day radiosonde ascents from one station to
as few as seven ascents for the whole year from another. Supplementary pilot-balloon ascents
provide significant amounts of wind data for stations in Australia, New Zealand and Thailand at times
for which radiosonde data are not provided.

The target observing frequency for GUAN stations is twice per day. A little over 60% of stations
achieved this in 2013. This is about the same fraction as for the comprehensive radiosonde network,
but indicates a higher launch frequency for GUAN stations than the average for some regions, as the
more uniform spacing of GUAN stations means that a smaller proportion of them are located in
countries where twice daily sounding is the norm.

Action A15 of IP-10 called for improved operation of GUAN. Further discussion of the network is
given in the response to this action provided in Appendix 1.
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Figure 22. Counts of reports from the 171 stations of GUAN received operationally by ECMWF for
2013. Plots are based on data for temperature (upper) and wind (lower) at the 500 hPa level, as
reported in either radiosonde (TEMP) or pilot-balloon (PILOT) code; duplicates resulting from a
wind observation being reported in both codes are not counted. Open black circles denote the

locations of stations that provided no data during the year.

4.4.4 Reference upper-air networks

GRUAN developed from a first workshop held in 2005, following an identification of need in the
original 2004 Implementation Plan developed by GCOS. With 22 stations located as illustrated in
Figure 23, this network has yet to grow to its intended size of about 3540 sites distributed so as to
sample regions with differences in topography or climatic regime. The main objectives of GRUAN are
to provide long-term high-quality climate records of vertical profiles of several ECVs measured by
radiosondes and other methods, to constrain and calibrate data from more comprehensive global
networks, and to provide measurements for process studies to increase understanding of the
properties of the atmospheric column. Its initial focus has been on provision of a radiosonde data
product that follows key metrological concepts (Dirksen et al.,, 2014). Other products are in
development, covering measurements by different types of radiosondes, by frost-point hygrometers
and by ground-based remote-sensing using lidar, Fourier transform spectroscopy and MW
radiometry. Effective working practices, including a site certification process (see Figure 23), and
governance and management structures have been put in place.
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Figure 23. GRUAN, July 2015. Based on information from
http://www.dwd.de/EN/research/international _programme/gruan/home.html.

The Lead Centre for GRUAN is hosted by DWD at its Lindenberg Meteorological Observatory. GRUAN
measurements are processed centrally, by the Lead Centre in the case of the initial radiosonde
product and by the GeoForschungsZentrum, Potsdam, Germany, for the forthcoming GNSS column
water vapour product. Products are archived at NCEI and openly available following registration with
the Lead Centre.

Bodeker et al. (2015) provided an account of the evolution, status and plans for GRUAN. They also
discussed the research that is helping to guide its development and that benefits from its
establishment. Further discussion in this report is provided in the review of IP-10 Action A16 in
Appendix 1.

4.4.5 Data archives

Comprehensive collections of radiosonde data that have been merged from various collections,
removing duplicates, are available from NCAR (Upper Air Database;
http://rda.ucar.edu/#!lfd?nb=y&b=topic&v=Atmosphere) and NCEI (Integrated Global Radiosonde
Archive (IGRA); Durre et al., 2006). NCAR provides separate access to the Comprehensive Historical
Upper Air Network (CHUAN; Stickler et al.,, 2010, 2014), which is a collection of recovered data
focused on the period prior to the 1957-1958 International Geophysical Year. NCEI provides access
to the Radiosonde Atmospheric Temperature Products for Assessing Climate (RATPAC; Free et al.,
2005) subset of data that has been adjusted to reduce inhomogeneities due to changes in
instruments and measurement practices. A much more comprehensive collection of adjusted data is
available from the University of Vienna, Austria (Haimberger et al., 2012).

The NCAR archive also holds several datasets containing aircraft data from the twentieth century,
plus copies of the NCEP operational holdings since then. The datasets have not all been merged into
a single one, though some were merged for use in the ERA-40 reanalysis, and were subsequently
used in JRA-55. The availability of observational upper-air data and feedback from reanalysis is as
discussed in section 4.2.3 for surface data.
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4.5 Upper-air variables

4.5.1 Temperature

Temperature is one of the fundamental state variables for which observation is essential for
understanding and predicting the behaviour of the atmosphere. It is basic to the energy budget of
the climate system as a whole through the temperature dependence of the long-wave radiation of
energy from the atmosphere to space. Upper-air observations are of key importance for detecting
and attributing climate change in the troposphere and stratosphere. They are needed for the
development and evaluation of climate models, and for the initialization of forecasts. They are also
needed for characterizing the extratropical atmospheric circulation, which is often done using
analyses of geopotential height rather than wind. Variations in temperature influence the formation
of clouds and precipitation and the rates of chemical reactions, thereby influencing the hydrological
and constituent cycles. Data on temperature are also crucial for understanding radiatively important
changes in water vapour and cloud in the upper troposphere and lower stratosphere. In particular,
temperature affects the formation of polar stratospheric clouds and consequential ozone loss.

Temperatures measured by radiosondes are the type of data available for the longest period of time,
and are used both directly to study climate variability and trends, based on datasets such as
referenced in section 4.4.5, and as one of the types of data assimilated in numerical prediction and
reanalysis systems. Increasing amounts of in situ data from aircraft are also used in data assimilation.
TOA MW radiances from the Microwave Sounding Unit (MSU; 1978-2006), AMSU-A (from 1998) and
other instruments, mostly flown on the operational meteorological polar orbiters, are another key
element of the historical climate record, providing a further important input for data assimilation and
time series that can be interpreted as deep-layer-mean temperatures. HIRS instruments and
predecessor VTPR instruments have provided data since 1972, and the new generation of
hyperspectral IR instruments, AIRS and the later IASI and Cross-track Infrared Sounder (CrlS), have
been operational since 2002. IR SSU provided additional stratospheric data from 1978 to 2006,
before being superseded by the newer MW and hyperspectral IR instruments. Use of data from all
these IR instruments is well established for reanalysis, notwithstanding some identified issues to be
resolved in future production versions. Interpretation of products based only on the radiances is
more difficult for IR instruments because changes in CO, as well as temperature are involved, and
effects of cloud are much more prominent than for MW instruments.

General discussion of the satellite, radiosonde and aircraft observing systems is given in sections 3.4
and 4.4, and for the related IP-10 actions reviewed in Appendix 1. A further such action, Action A20,
which relates to the use of MW and IR radiances, is reviewed in Appendix 1.

All the above types of observation are subject to biases, which have to be adjusted for if the data are
to be used effectively, whether in data assimilation or in direct analysis of climate variability and
change. Biases in radiosonde data vary in space and time linked to the use of different makes and
newer versions of instrument. IP-10 Action A18, reviewed in Appendix 1, concerns the submission of
metadata records and radiosonde intercomparison data to international data centres intended to
facilitate adjustment for such biases. Changes in bias may also be inferred from break points in the
time series of differences between background fields from reanalyses or operational data
assimilation. A reduction in bias as instruments are improved over time is indicated both by this and
by the results of successive radiosonde intercomparisons, as illustrated in the review of Action A18.
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Biases in the radiance data from particular satellite instruments can be quite stable in time, but are
not invariably so, as measurements may drift because of specific instrument problems or changing
solar heating of instruments when orbits drift. There may also be issues linked to the radiative
transfer modelling needed to utilize the data, for example, due to spectral response functions that
are not well known. A number of approaches have been developed to cope, and progress has been
generally good in recent years. The basic calibration provided by the GSICS programme has already
been discussed in section 3.4.6, as has the role of radiative transfer modelling in addressing some
issues.

Variational methods in which the required bias adjustments for satellite and aircraft data are
determined jointly with the atmospheric state itself have proven their value for operational weather
forecasting and reanalysis. In this approach, other assimilated data that are unadjusted or externally
homogenized, particularly from radiosondes and GNSS RO (see below), provide anchors that inhibit
the data assimilation from simply adjusting to a biased model state. Figure 24 presents an example of
the bias estimates for selected channels of the sounders from which data were assimilated in ERA-
Interim from January 1980 to June 2015. Biases are generally much larger than climate change
signals over the period, but are smaller in amplitude and more stable over time for the latest
instruments in orbit. Drifts over time arise because of instrument behaviour in some cases and
unaccounted effects of changing CO, concentrations in some others. Smaller variations also arise
from regime-dependent biases in the assimilating model and changes in anchoring data.

Figure 24. Estimated biases in brightness temperatures (K) from SSU, HIRS, MSU, AMSU-A and AIRS
instruments for channels or groups of channels providing data for the lower to middle stratosphere
(top) and middle troposphere (bottom). Each line segment represents the bias for a particular type
of instrument (denoted by colour) from a particular satellite. Satellites are TIROS-N, NOAA-6 to
NOAA-19, EOS Aqua, Metop-A and Metop-B. Data from channel 6 of AMSU-A are split into two sets
to distinguish the drifting biases of the first four instruments flown from the more-stable biases of
later instruments. Adapted and extended from Simmons et al. (2014).
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One focus of the development of GRUAN has been on how the network’s measurement programme
may best support the calibration of satellite data. Proposals and studies for specific satellite missions
dedicated to making high-quality measurements to facilitate calibration of the data from other
systems were supported in IP-10, which, in Action A19, called for implementation and evaluation of
such a mission. Further discussion is given in the review of the action in Appendix 1.

Another type of satellite data has already proved its worth in this regard, since becoming available in
large amounts some nine years ago. GPS (or more generally GNSS) RO measurements of bending
angle relate fairly directly to temperatures in the dry upper troposphere and lower to middle
stratosphere. The fundamental measurement of time delay is directly traceable to the Sl unit and, in
theory, GNSS RO is therefore well suited to measuring the absolute atmospheric temperature profile.
Several subsequent processing steps are required. Some of these have their uncertainties fully
quantified, allowing, with some development, a fully quantified uncertainty budget on
measurements and time series. Given their fundamental measurement properties, they provide
observations that can be used to calibrate the other types of temperature measurement and provide
high vertical fidelity. An intercomparison of several techniques shows very low structural uncertainty
in the records available. More directly, assimilation of GNSS RO data alongside other data gives
positive impacts in both numerical weather prediction and reanalysis. An outline of current and
planned provision for this type of data, and an example of the impact on reanalysis is given in the
review of IP-10 Action A21 in Appendix 1.

Layer-mean temperatures in the mesosphere can be derived from the Special Sensor Microwave
Imager Sounder (SSMIS), which has provided data since 2004, and the data may serve to constrain
relatively large model errors in this region when assimilated. Temperature profiles derived from MW
limb sounding (Microwave Limb Sounder (MLS) instrument; see the review of IP-10 Action A26 in
Appendix 1) also fulfil this role; they are assimilated from 2004 onwards in the Modern-Era
Retrospective Analysis for Research and Applications (MERRA)-2 reanalysis. Other individual research
missions and ground-based remote-sensing provide independent data for evaluating reanalyses, as
well as data for model evaluation and general enhancement of understanding. Several older satellite-
borne instruments such as the Interface Region Imaging Spectrograph (IRIS), Pressure Modulator
Radiometer (PMR), Scanning Microwave Spectrometer (SCAMS) and Special Sensor
Microwave/Temperature (SSM/T) have the potential for recovery to provide input to reanalysis,
which also benefits from the recovery of early in situ upper-air data discussed in section 3.7.

IPCC AR5 identified the following as a key uncertainty: “[t]here is only medium to low confidence in
the rate of change of tropospheric warming and its vertical structure. Estimates of tropospheric
warming rates encompass surface temperature warming rate estimates. There is low confidence in
the rate and vertical structure of the stratospheric cooling”. Improvements in existing types of
instrument, in particular lower or more-stable biases, better orbital control of satellites and new
observations such as from GNSS RO should be noted. They make this IPCC statement a reflection
more of the limitations of the past than of the present observing system. Continuation of the
traditional MSU data records (as opposed to assimilating the entire MW record in reanalysis)
requires that the data from the newer MW instruments be manipulated to produce equivalents of
the obsolete MSU measurements, and radiosonde datasets are vulnerable to station closures.
Comparisons of time series of temperatures from the latest generation of reanalyses, or of the fits of
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an individual reanalysis to assimilated observations, generally show better agreement for later years,
although issues can arise from quite recent changes to the observing system.

Several alternative data products based on either radiosondes or MSU and MSU-equivalent radiances
are available, and provision of consistent time series of bending angles from GNSS RO is planned for
climate applications. Datasets based on retrievals of temperature from the other types of satellite
sounding data are also produced.

A number of international bodies play a role in advising or assessing the quality of temperature
observations and data products, whether from individual observation types or from comprehensive
reanalysis. This includes WMO CIMO and CBS, and the International TOVS Working Group, for
observations and their immediate processing. Brief comparisons of products are made annually in
the State of the Climate reports published by the American Meteorological Society, as is the case for
other ECVs. The stratosphere receives special attention through initiatives of the WCRP SPARC
project, which hosts a group on temperature trends as well as the reanalysis intercomparison project
noted earlier. Comparison of temperature analyses is also quite well served by the peer-reviewed
scientific literature.

4.5.2 Wind speed and direction

The horizontal components of the atmospheric motion field are, like temperature, fundamental state
variables of the system of equations that are commonly solved in the models of atmospheric
behaviour used to make forecasts and climate projections. The motion of the atmosphere is also
basic to the working of the climate system through transport of water vapour and trace constituents.

Figure 25. Average number of wind observations per ascent, from radiosonde and pilot-balloon
data assimilated operationally by ECMWEF in October 2014. At stations where both a TEMP and a
PILOT are reported for the same date and time, the radiosonde is given priority, except for stations
in WMO Region IV (North America, Central America and the Caribbean), for which the PILOT winds
are added to the TEMP winds to form a single ascent, in accordance with regional reporting
practices.
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Observations of wind are made from the radiosonde and aircraft networks discussed in section 4.4.
Radiosonde ascents provide data of good vertical extent and resolution, with benefit in recent years
from the use of instruments in which wind is determined from GPS-determined locations rather than
other forms of tracking, as demonstrated by equipment intercomparisons (Nash et al., 2011).
Figure 25 shows quite substantial regional and national differences in the vertical detail provided per
ascent, ranging from stations that in October 2014 provided data only at standard pressure levels to
a GUAN station that provided, on average, data at 129 levels. The amount of data provided per
ascent has generally increased over time, as documented later for the GUAN subset (Table 4).

Figure 25 shows winds reported in either PILOT or TEMP codes. Some wind data from radiosonde
ascents are reported as a PILOT, but the code is also used for wind data derived from tracking pilot
balloons. The latter account for a substantially greater density of observations over South and South-
East Asia, and additional observations for the western part of Africa, than provided by the
radiosonde network. Some of the pilot balloons sample only the planetary boundary layer, but others
reach to around the tropopause. Other regional ground-based observations for the troposphere are
made using remote-sensing wind profilers. Data from operational European and Japanese networks
and a few sites in North America are currently used routinely at ECMWEF, for example. An operational
NOAA network over the United States contributed to the data record from 1992 until
decommissioned in 2014, for reasons stated to be economic conditions, system obsolescence and
the increased availability of data from aircraft and other sources.

Figure 26. Examples of coverage of winds derived by tracking features in thermal-band IR images
from polar-orbiting satellites for (a) the southern polar region and (c) the northern polar region,
and for (b) in water vapour (WV) band images from geostationary satellites, based on ECMWF
maps of operational data receipt for the six hour period from 2100 UTC on 1 March to 0300 UTC on
2 March 2015. Colours denote different Chinese, European, Japanese and United States satellites.

Wind data are also derived by tracking clouds and features in the upper tropospheric water vapour
field depicted in successive images from satellites. Data have been provided from imagers on
geostationary satellites since the 1970s, and have been derived more recently from polar orbiters,
using either near-polar images where orbits overlap frequently or images from two satellites in very
similar orbits. Figure 26 presents examples of coverage in a sixhour period; winds from
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geostationary orbit are also derived from IR and VIS cloud images, and some near-polar water vapour
winds are also available. Line-of-sight winds obtained from space-borne lidar backscatter with
coverage from the planetary boundary layer to the middle stratosphere are awaited from the ADM-
Aeolus mission, which is expected to be ready for launch in 2017.

Global wind data products are provided by data assimilation, either from operational numerical
weather prediction or from reanalysis. The multivariate nature of the schemes involved ensures that
the generation of wind products draws not only on wind observations but also on temperature
observations in the extratropics, consistent with the approximate balance relationships that hold
between variables. These products thus benefit from the much more comprehensive observations
that satellites provide for the temperature field. Satellite wind data such as those shown in Figure 26,
which are subject to uncertainty in height assignment and the linkage between cloud motion and
wind, are typically used with stringent quality control and thinning. Such use is of demonstrated
benefit. This partly reflects improvements over time in methods of deriving winds from images,
which have generally been to reduce the wind speed biases found in earlier data. IP-10 did not have
an action addressed specifically to observation of upper-air wind, but the GCOS (2006, 2011q)
reports called for reprocessing of older data. This was already being undertaken by European and
Japanese producers, who have since continued this activity. Reprocessing of data from United States
satellites has also now been carried out, but has yet to be undertaken for data from geostationary
orbit prior to the mid-1990s.

Biases in the wind data from radiosondes and pilot balloons have been of less concern than those in
radiosonde temperature data, although some instances of confusion between true and magnetic
north can be found for wind direction; this can even differ between radiosonde and pilot-balloon
data from the same station. Problems are more pronounced in older data. Ramella Pralungo and
Haimberger (2014) discussed this and provided corresponding homogenizing adjustments, noting
also that sampling was biased towards clear skies and lower wind speeds over the years prior to
around 1960, when visual tracking of balloons was prevalent.

International coordination for space-based wind observation is provided by the CGMS Working
Group on Satellite Derived Winds, commonly referred to as the International Winds Working Group.

Observations other than those discussed above, although not present in sufficient numbers or for a
sufficient time to form individual climate data records, provide independent data for evaluating
reanalysis products if not included in the assimilated data streams. Examples are the data from
sparse rocketsonde profiles, and constant-level balloon datasets such as from the Southern
Hemisphere Balloon Observations Experiment (EOLE) and Tropical Wind, Energy Conversion, and
Reference Level Experiment (TWERLE) programmes from the 1970s (although TWERLE data were
assimilated in ERA-40) and data from the 2010/2011 Concordiasi balloon flights. Stratospheric wind
data may become available in future from balloons with active level control being developed in
Google’s Project Loon. Wind information higher in the stratosphere and in the mesosphere is
provided by measurements of Doppler effects using lidar and passive MW radiometry, and from
detection of refracted ultrasound.
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4.5.3 Water vapour

Water vapour is a key climate variable. It is the predominant gaseous source of IR opacity in the
atmosphere, accounting for about 60% of the natural greenhouse effect for clear skies. It also
provides a feedback that reinforces tropospheric warming in model projections of climate change.
Water vapour condenses to produce clouds, thereby changing radiative properties and releasing
latent heat that drives or modifies atmospheric circulation systems. It plays a role in atmospheric
chemistry. The presence of water vapour in the lower stratosphere, even though in small amounts, is
radiatively significant. Here, there is potential for additional climate change feedbacks through
changes in the processes that control the entry of water vapour through the cold tropical
tropopause, changes in the upper stratospheric source due to CH, oxidation and changes in the
transporting Brewer—Dobson circulation. Observations of water vapour are needed to advance
scientific understanding, to monitor and attribute climate change, to evaluate models and for use in
data-assimilation systems to initialize predictions and generate data products through reanalysis.
Assimilation of water vapour data may improve wind analyses in regions where advection is the
dominant process.

Total-column water vapour, in effect the water content of the lower troposphere, is estimated over
the oceans from space, primarily using data from MW imagers such as AMSR, SSM/I, SSMIS and
TRMM Microwave Imager (TMI) (Figure 14). Radiosondes provide information for the lower and
middle troposphere over land, and their data are increasingly used at the colder temperatures of the
upper troposphere as sensors are improved and bias-adjustment approaches developed. GNSS
occultation measurements from space also provide information, as humidity influences the
refraction of signals in the lower troposphere. Moreover, the delay in reception of GNSS signals
measured by ground-based receivers provides estimates of total-column water vapour over land; in
this case, the required progress in international data exchange called for in IP-10 Action A22 is being
made, as discussed in the review of this action in Appendix 1. Total-column measurements are also
provided over land by ground-based upward-viewing MW radiometers and in daylight and clear skies
by satellite-borne radiometers operating in the VIS and near-infrared (NIR) spectral ranges. It has
already been noted that humidity is measured by the TAMDAR system installed predominantly on
aircraft on short-haul routes over North America. About 10% of Aircraft Meteorological Data Relay
(AMDAR) reports come from longer-haul aircraft equipped with a laser diode system more suited for
measurement of upper tropospheric humidity than the capacitive TAMDAR sensor.

Measurement of water vapour in the middle and upper troposphere is well established from space
based on the strong absorption lines in the IR and MW spectral ranges. IR estimates such as from the
long series of HIRS instruments or the shorter records from hyperspectral sounders, both in polar
orbit, and from geostationary imagers are restricted to areas with no or only low-level clouds,
whereas MW estimates from instruments such as SSM/T2, AMSU-B, the Microwave Humidity
Sounder (MHS), the Advanced Technology Microwave Sounder (ATMS) and the MicroWave Humidity
Sounder (MWHS) are valid in all non-precipitating areas. Clear-air-only sampling results in a global
dry bias in estimates based only on IR data, but diagnosis of ERA-Interim reanalysis indicates only a
very small shift when the MW data first became available, around the year 2000. Inter-satellite
differences in the ERA-Interim bias estimates are small for AMSU-B, MHS and the newer HIRS
instruments.
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The small but nevertheless important values of water vapour near the tropopause and in the
stratosphere are challenging to measure. Important data records have been accumulated from
space-based measurement using limb sounding and solar occultation. A serious concern for the
future is the absence of substantial progress on establishing a long-term programme for such limb
measurements, discussed further in the review of IP-10 Action A26 in Appendix 1.

The extreme scarcity of high-quality in situ measurements of near-tropopause and stratospheric
water vapour was an important reason for advocating the establishment of GRUAN in the GCOS
(2004) report; GRUAN sites are expected to measure at least one high-quality water vapour profile in
the upper troposphere and lower stratosphere each month using the best instrumentation possible,
typically a balloon-borne frost-point hygrometer. High-quality measurements of water vapour and
other constituents are also being made by a small number of specially equipped commercial aircraft
participating in the In-service Aircraft for a Global Observing System (IAGOS) research infrastructure,
building on the heritage of the Measurements of OZone, water vapour, carbon monoxide and
nitrogen oxides by in-service Airbus aircraft (MOZAIC) programme.

Biases in observations (illustrated in Figure 27 for radiosondes) and models have been particularly
prevalent for water vapour over the years, from the boundary layer upward. Changes in data
coverage, instrumentation and misinterpretation of the data from particular satellite sounding
channels have caused difficulties in creating reliable long-term data products. This has been an issue
for reanalysis in particular, as evident in problematic precipitation as well as humidity products.
Progress has been made through various approaches to determining and adjusting for observational
bias, through careful selection of the data to be used and through improvements in assimilating
models and assimilated data on related variables such as temperature. Links between near-surface
tropical temperature changes and temperature and humidity changes in the tropical upper
troposphere were, for some time, difficult to reconcile between observation and modelling, but
several recent studies using newer datasets point to a much improved situation.

Several alternative FCDRs for the principal types of satellite data exist or are under development. A
number of data products on total-column water vapour is available based on the data from various
instruments. Multiagency cooperation on sustained generation of upper tropospheric humidity data
products is a current SCOPE-CM activity, building on existing products based on data from the IR
sensors flown in polar and geostationary orbits, and the MW sensors flown in polar orbit.

Responsible international bodies include, as for temperature, WMO CIMO and CBS, and the
International TOVS Working Group, for observations and their immediate processing. Important and
timely in the case of water vapour products are their assessment that is currently being carried out
under GEWEX (http://gewex-vap.org/). This assessment began in 2011, and its report is due by the

end of 2015. Stratospheric water vapour is the complementary focus of an assessment currently
being undertaken by SPARC, as a major update of an earlier activity reported on in 2000.

75


http://gewex-vap.org/

Figure 27. Biases in relative humidity (%) as a function of temperature for instrument types flown
in the 2010 WMO intercomparison of radiosonde systems. Results are shown for 60%—80% (left)
and 80%—-100% (right) ranges of relative humidity, for daytime (upper) and night-time (lower)

ascents.
Source: WMO, reproduced from Nash et al. (2011)

4.5.4 Cloud properties

The variable properties of clouds determine their profound effects on radiation and precipitation.
They are influenced by, and in turn influence, the motion of the atmosphere on many scales. They
are affected by the presence of aerosols, and modify atmospheric composition in several ways,
including the depletion of ozone when they form in the polar stratosphere. The feedback from
changes in clouds remains one of the most uncertain aspects of future climate projections, and is
primarily responsible for the wide range of estimates of climate sensitivity from models.
Observations of cloud properties are needed for improved understanding and quantification of both
local- and larger-scale cloud-related processes, for climate monitoring, for validation and
development of numerical models and for their emerging use with these models in data assimilation.

The importance and challenges of observing cloud properties and aerosol interactions is highlighted
by the IPCC AR5 identification of three related key uncertainties, namely that:

e Substantial ambiguity, and therefore low confidence remains in the observations of global-
scale cloud variability and trends

e The cloud feedback is likely positive, but its quantification remains difficult

e Uncertainties in aerosol—cloud interactions and the associated radiative forcing remain
large

Moreover, WCRP has identified clouds, circulation and climate sensitivity as one of its grand
challenges.

IP-10 did not specify individual variables that comprise the ECV group “Cloud Properties”, but the
GCOS (2011a) report called, in particular, for satellite-based data products on cloud amounts, cloud-
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top temperature and pressure, and optical depth, primarily for cloud effects on radiation, and on the
water paths and effective particle radii for liquid and ice, primarily for indication of onset of
precipitation. Such products nevertheless may require careful interpretation because of the
dependence of data on scene and sensing method. Passive remote-sensing, for example, determines
in general a “radiometric” height that may lie as much as a few kilometres below the physical cloud-
top height. Use of such data for evaluating models or in data assimilation may be based more on use
of forward modelling to simulate the measurements than on use of data products, although
interpretation or adjoint modelling are still needed to adjust the models or their initial states
accordingly.

Observations of cloud from imagers measuring in the VIS to IR range, as well as from IR sounders,
have been made for more than 30 years. Cloud liquid-water estimates over the ocean can be
retrieved from the measurements made by MW imagers that have provided data over the same
period. Important more-recent types of observation have been made measuring multiangle
reflection and polarization, or radiances in the O, absorption band from nadir and limb viewing, and
by active methods using lidar and profiling radar. The synergy of these observations, facilitated by
the formation flying of several instruments in the A-train, is crucial for improving the understanding
of clouds. Additional information is provided in the review of IP-10 Action A24 on research to
improve observations of cloud properties in Appendix 1.

Surface-based observations that may be reported in SYNOP messages are the amount, type and base
height of clouds, visibility, and present and past weather. There is a long history of manual
observations of these elements, although with the move to instrumental observation, some
elements may no longer be measured, while others may shift in character. Some of these
observations nevertheless find use for the evaluation of model forecasts, reanalyses and satellite
data products.

As is the case for other ECVs, satellite data, including products, are generally archived and supplied
by the space agencies and their partners involved in either making the measurements or deriving the
products. The cloud-related data in SYNOP messages are included in ISD. A number of collections of
surface synoptic data are also held and supplied by NCAR.

The WCRP International Satellite Cloud Climatology Project (ISCCP) has developed a continuous
record of IR and VIS radiances, and derived cloud properties, now covering more than 30 years,
utilizing both geostationary and polar-orbiting satellite data to resolve a three hourly diurnal cycle.
IP-10 Action A23 called for continuation of such a climate record, including reprocessing; it is
reviewed in Appendix 1. Further datasets such as PATMOS-x and ClLoud, Albedo and RAdiation
(CLARA), both based on Advanced Very High Resolution Radiometer (AVHRR) data, have also become
available. Hyperspectral sounders are providing what is building up to be long-term additional
information, especially on cirrus clouds, day and night.

The GEWEX Cloud Assessment (WCRP, 2012b; Stubenrauch et al., 2013) made a coordinated
intercomparison of global monthly gridded cloud products retrieved from measurements by space-
borne multispectral imagers, IR sounders and lidar. Extending the providers’ self-assessments, the
GEWEX assessment has shown how cloud properties are perceived by instruments measuring
different parts of the electromagnetic spectrum and how averages and distributions of these
properties are affected by instrument choice and some methodological decisions. Although absolute
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values, especially for high-level clouds, depend on the capability of instruments or retrievals to
detect or identify thin cirrus, the relative geographical and seasonal variations in cloud properties
agree very well, with a few exceptions such as over deserts and snow-covered regions. Probability
density functions of radiative and bulk microphysical properties also agree well, when retrieval
filtering or possible biases due to partly cloudy pixels and ice-water misidentification are taken into
account. Nevertheless, the study of long-term variations with these datasets requires consideration
of many factors, which have to be carefully investigated before attributing any detected trends to
climate change. Owing to systematic variations of cloud properties with geographical location, time
of day and season, any systematic variations in sampling of these distributions can introduce
artefacts in the long-term records. Figure 28 shows the periods of availability and sampling of the
assessed datasets, and variations over time of their estimates of anomalies in cloud amount and

cloud-top temperature.

Figure 28. Time series of the monthly-mean instantaneous sampling fraction of the globe (at
specific local observation times) of datasets considered in the GEWEX cloud assessment (top), and
estimates of the global fractional coverage of cloud (middle) and cloud-top temperature anomalies

(bottom). The period covered in the assessment database is shown for each dataset, with local
observation time at 1330 LT, apart from ISCCP (1500 LT) and ATSR-GRAPE and MISR (1030 LT).
ISCCP anomalies are also shown using all diurnal time statistics (blue line).
Source: Stubenrauch et al. (2013)
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A database (http://climserv.ipsl.polytechnique.fr/gewexca/) was also established by GEWEX Cloud

Assessment to facilitate further assessments and use of the data products for evaluating models. This
database will be updated as reprocessed or extended datasets become available. New versions of at
least the ISCCP, MODIS, CALIPSO and AIRS products are expected. The ESA CCl Cloud Project
(Hollmann et al.,, 2013) is preparing a new version of its 33 year data product derived from a
multimission combination of data from AVHRR, MODIS, the Along Track Scanning Radiometer (ATSR)-
2 and the Advanced Along-Track Scanning Radiometer (AATSR).

International coordination of activities will also continue under the International Clouds Working
Group (ICWG) recently established by CGMS. The series of Cloud Retrieval Evaluation Workshops
(CREWS) initiated by EUMETSAT will continue under the auspices of ICWG. The work of ICWG
includes activities related to the evaluation of cloud retrievals and establishment of best practices.
Coordinated evaluation of satellite-based estimates of cloud properties continues within CREW
activities focusing on detailed Level 2 data comparisons over limited areas and time periods (for
example, Hamann et al., 2014) and within ESA CCI.

4.5.5 Earth radiation budget

The primary observations related to the Earth radiation budget are of solar irradiance, the external
driver of the climate system, and of the almost compensating reflected solar and emitted long-wave
radiation that leaves the atmosphere. The observations are made from space, and continuity and
stability of measurement are essential for detecting fluctuations and change. Imbalance between
incoming and outgoing fluxes is estimated from the increase in heat content of the oceans to be
about 0.6 W m™, which is about 0.2% of the input from solar irradiance. This is smaller than the
uncertainty of several watts per square metre in the measurements of outgoing radiation, which
arises largely from the uncertainty in absolute calibration. Measuring the variability of fluxes over the
globe and over time nevertheless provides insight into the overall behaviour of the climate system,
and provides data for the evaluation and improvement of climate models. This includes diurnal
variations that can be used to identify biases in the radiation fields of numerical weather prediction
models, contributing to the improvements of parameterizations for use in models in general.

Broadband measurements of outgoing radiation have been made since the 1970s. The Clouds and
the Earth’s Radiant Energy System (CERES) instrument on the NASA Terra satellite has provided data
for more than 15 years, with instruments also now flying on the Aqua and Suomi NPP platforms, and
a final one scheduled for flight on JPSS-1.

Total solar irradiance (TSI) has also been measured since the 1970s. IP-10 noted considerable
variation in the absolute values given by different instruments, with the lowest values provided by
the latest mission then flying (Solar Radiation and Climate Experiment; SORCE). Figure 29 is an
update of a figure presented in IP-10 that drew attention to this. It shows good agreement between
the data from the SORCE/Total Irradiance Monitor (TIM) instrument and subsequent data from the
TSI Calibration Transfer Experiment (TCTE)/TIM and Satellite Experiment to Monitor the Solar
Irradiance at Selected Wavelengths (PREMOS) instruments. Recalibrated data from the Active Cavity
Radiometer Irradiance Monitor (ACRIM)3 and the Variability of Solar Irradiance and Gravity
Oscillations (VIRGO) are plotted in this version.
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The sunspot number correlates well with TSI variations as shown in Figure 29; agreement with the
UV component is even better. No satellite measurements are available from before 1980, but the
observations of sunspot number go back to the seventeenth century, and represent a valuable
source of information for long-term climate analysis.

The importance of variations of solar irradiance in the UV spectral range, which influence
distributions of stratospheric ozone and thereby atmospheric temperature and dynamics, has been
increasingly appreciated, including from the viewpoint of seasonal forecasting. The IPCC (2013)
report noted that spectrally resolved measurements during the declining phase of the solar cycle in
the 2000s from the Spectral Irradiance Monitor (SIM) instrument on SORCE were rather inconsistent
with prior understanding, indicating a need for further validation and uncertainty estimates.
Spectrally resolved measurements of solar irradiances were not identified as a requirement in IP-10,
but the need was recognized in the GCOS (2011a) report.

Figure 29. TSI from multiple satellite missions and monthly sunspot numbers, 1975-2015
Source: G. Kopp, 11 February 2015, downloaded from http://spot.colorado.edu/~koppg/TSI/

Action A25 of IP-10 called for continued observation of the radiation budget of the Earth. The review
of this action in Appendix 1 includes discussion of what currently is, and is not, planned. Continuity
has been achieved to date, but is at risk in the case of solar irradiance measurement, especially
spectrally resolved measurement.

Data archives include that of NASA for CERES at http://ceres.larc.nasa.gov and that for the data
obtained from geostationary orbit by the Geostationary Earth Radiation Budget (GERB) instrument at
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http://badc.nerc.ac.uk. The derivation of the flux products provided by these archives requires

ancillary data. In the case of GERB, they come from the multispectral imager (Spinning Enhanced
Visible and InfraRed Imager; SEVIRI) on the same platform. The need is much more extensive,
however, in the case of CERES, for which products are also provided at several levels in the
atmosphere and for the Earth’s surface (section 4.3.6). This can be seen from the description of how
fluxes are computed at http://ceres.larc.nasa.gov.

The GEWEX Radiative Flux Assessment (WCRP, 2012a; see also section 4.3.6) considered TOA as well
as surface fluxes. For the former, it concluded that more work is needed on the uncertainties of
upwelling short-wave fluxes, including further investigations of instrument calibrations and the
effects of poor sampling of the rapid time variations induced by the Earth’s rotation and variations in
cloud. It also judged that further investigation of the role and quality of ancillary inputs is needed,
most notably of data on surface albedo and temperature, and on atmospheric temperature and
humidity. A further need is reprocessing of products to address specific identified issues, drawing on
understanding of differences between the measurements from the Earth Radiation Budget
Experiment (ERBE), CERES, the Scanner for Radiation Budget (ScaRaB) and GERB instruments.

4.6 Networks for atmospheric composition

The atmospheric-composition ECVs as originally set out in the GCOS (2003) report comprised CO,,
CH,4, ozone, other long-lived greenhouse gases and aerosol properties. The abundances of these
gases and of aerosol species are each subject to anthropogenic influences, as well as being
influenced by variability and change in other variables of the climate system. They, in turn, influence
the state of the climate as a whole through their effect on the radiation budget. Abundances depend
on the direct emissions of the species concerned, and also on the emissions of chemically reactive
precursor species, particularly in the case of ozone and aerosols. This was recognized in IP-10, which
called for measurement and analysis of key precursor species. IPCC AR5 also gave greater emphasis
than hitherto to the radiative forcing of climate change due to emitted compounds, illustrated in
Figure 30. Some of the other long-lived greenhouse gases are also important because of the part
they play in stratospheric ozone depletion. Air quality near the surface of the Earth is determined by
local concentrations of ozone, aerosols and some of the precursor species.

A substantial set of networks provides in situ measurements and ground-based remote-sensing of
atmospheric composition, the general aspects of which are discussed in this section. Space-based
remote-sensing provides comprehensive coverage for several variables, with varying degrees of
capability and maturity. This is discussed ECV by ECV in the following section. Concern has been
expressed already in the context of water vapour (section 4.5.3) over the absence of substantial
progress in IP-10 Action A26, calling for establishment of long-term limb-scanning satellite
measurement; this applies also to several composition ECVs and other species whose stratospheric
values can be measured in this way.

A network of measurement stations forms the backbone of the WMO GAW programme. This
network comprises GAW-designated global and regional measurement stations and additional
stations from contributing networks. The global stations can be seen in Figure 31 to be located in
remote, coastal or mountain locations where they sample air that is largely free from influences of
local sources. Emphasis is placed on quality assurance. Both the global and the regional stations are
operated by their host countries, either by their national meteorological services or by other national
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scientific organizations. This involves more than 100 countries. Subsets of the GAW stations provide
what have been recognized by the GCOS programme as baseline networks for CO,, CH,, nitrous oxide
(N,0) and total ozone, and the majority of the baseline network for ozone profiles. A baseline
network has yet to be proposed by GAW for any aerosol properties.

Figure 30. Radiative forcing (W m™) of climate change partitioned according to emitted compounds

and resulting atmospheric drivers.
Source: IPCC (2013; Figure SPM.5)

Figure 31. Global GAW Stations, October 2015
Source: WMO
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There are currently 30 GAW global stations and more than 400 GAW regional stations, supplemented
by about 100 stations from the Contributing Networks. The Swiss-supported GAW Station
Information System (GAWSIS) provides an interactive map-plotting facility that identifies station
locations and provides links to their metadata. It covers the designated GAW stations, stations in the
Contributing Networks that are designated as such on the basis of formal agreements with WMO,
and stations from other networks with which there is cooperation. The Contributing Networks, as of
October 2015, are the Asian dust and aerosol lidar observation network (AD-Net), the Latin American
Lidar Network (ALINE), the European Aerosol Research Lidar Network (EARLINET), the Atmospheric
Chemistry Monitoring Network in Africa (IDAF), the Interagency Monitoring of Protected Visual
Environments (IMPROVE), the Micropulse Lidar Network (MPLNET), the National Atmospheric
Deposition Program (NADP) and the Total Carbon Column Observing Network (TCCON)
(http://www.wmo.int/pages/prog/arep/gaw/GAW _contr_networks.html). The list of acronyms and

names at the end of this report includes network acronyms and links to web pages. Specific
discussion is given later for some networks.

Figure 32. Stations forming NDACC, October 2015
Source: NOAA, data downloaded from ftp://ftp.cpc.ncep.noaa.gov/ndacc/

The Network for the Detection of Atmospheric Composition Change (NDACC; formerly the Network
for the Detection of Stratospheric Change) comprises more than 80 research sites operating under a
set of protocols. A protocol also covers arrangements for designated Cooperating Networks; these
comprise the Aerosol Robotic NETwork (AERONET), the Advanced Global Atmospheric Gases
Experiment (AGAGE), BSRN, GRUAN, the Halogen & other Atmospheric Trace Species (HATS) Group,
MPLNET, the Southern Hemisphere ADditional OZonesondes (SHADOZ) and TCCON. Site locations are
illustrated in Figure 32. They show marked regional variations; the absence of stations over the
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continental land masses of Africa and South and South-East Asia is striking. It is also evident from
comparing Figure 32 with Figure 31 or with station lists for the respective Contributing and
Cooperating Networks that single sites may contribute to several networks. This is, in part, due to
multiple agencies operating from the same site. The GCOS baseline ozone-profile network includes
some ozonesonde stations operating under the auspices of NDACC and SHADOZ which supplement
the stations that operate under GAW.

Surface in situ network measurements include cooperative programmes involving approximately
weekly sampling of air using flasks whose contents are analysed for the international community by
the NOAA Earth System Research Laboratory (ESRL), either for a set of greenhouse gases or for
halocarbons and other trace species, with additional isotopic measurements made by the University
of Colorado in the United States. Continuous surface in situ measurements from several networks
also make important contributions. Ground-based remote-sensing provides upper-air abundances of
species. Related multi-ECV IP-10 actions are Action A27, concerning establishment of a network of
ground stations using various remote-sensing approaches capable of evaluating satellite sensing of
the troposphere, and Action A28, calling for maintenance and enhancement of WMO GAW
monitoring networks for CO, and CH,. Reviews of these actions are given in Appendix 1. Valuable
data are also provided by in situ airborne sampling of species, involving measurements from a small
number of specially equipped commercial airliners participating in the Japanese Comprehensive
Observation Network for TRace gases by AlrLiner (CONTRAIL) and European IAGOS programmes, and
measurements from dedicated flights of smaller aircraft. Sonde systems for measuring composition
variables additional to ozone are under development.

Observations of surface air quality are made in many countries, for monitoring and forecasting
atmospheric pollution. Networked activities include those under the European Environment Agency,
linking with Copernicus services related to atmospheric composition, and the North American
AirNow system. Global network arrangements are not in place. The GAW programme includes an
Urban Research Meteorology and Environment project.

Variables related to air quality are affected by climate change, among other factors, and their
monitoring and forecasting requires and refines information on the emissions and deposition of
chemically reactive species and aerosols. Such information is needed also for climate purposes. Data
provided by contributing networks to GAW are available from the network data centres.

Station data on the atmospheric-composition ECVs are served by a set of WDCs that operate under
the auspices of GAW. Centres operate for aerosols (WDC for Aerosols (WDCA), hosted by Norway),
for greenhouse gases and reactive precursor species (WDC for Greenhouse Gases (WDCGG), hosted
by Japan) and for ozone and UV radiation (World Ozone and Ultraviolet Radiation Data Centre
(WOoUDC), hosted by Canada). A further GAW WDC operates for precipitation chemistry. The
archiving arrangements for reactive gases are currently under review. Other sources of station data
and related products are the NDACC data centre and suppliers linked to specific networks such as
those of AGAGE, NOAA/ESRL and TCCON; a United States institution is the host in each of these
cases. NOAA/ESRL products include an Annual Greenhouse Gas Index based on combining the
concentrations of the so-called long-lived (or well-mixed) greenhouse gases according to their
various contributions to the radiative forcing of climate change.
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The arrangements for archiving and serving space-based measurements and data products are
discussed generally in section 3.4.8. Linked cross-ECV retrieved data-product activities include those
of ESA CCl, which covers four of the composition ECVs, namely CO,, CH,;, ozone and aerosol
properties, the Copernicus Atmosphere Monitoring Service, which covers these ECVs and the
precursor species, and the EUMETSAT SAF Consortium for Atmospheric Composition and UV
Radiation. Atmospheric trace gases and aerosols are also two foci of WDC for Remote Sensing of the
Atmosphere.

One objective of observation of some species is to estimate their net surface sources and sinks
through a “top-down” approach based on observationally estimated changes in atmospheric
abundances and transport modelling. Where sources can be identified as anthropogenic, estimates
of emissions from this approach can provide an important check on estimates provided by the
“bottom-up” approach based on inventories of the human activities that cause emissions. This brings
a need for denser regional in situ observation or space-based observation, depending on the species
in question, as discussed in the following section for particular ECVs.

Data policies, timeliness, formats and so on are more diverse for composition than for other
atmospheric ECVs, reflecting the more-diverse character of the observing systems and operating
arrangements. Many data come from research networks with an assigned Principal Investigator (Pl)
for each contributing member station. Although data are increasingly made more openly available,
they may come with various degrees of expectation or obligation on the user to acknowledge or
liaise with the Pl of a site from which substantial data use has been made, either because special care
may be needed in data use or because due acknowledgement is especially important for
measurements that are supported by sequences of short-term research grants. Although some
observations are made available promptly and utilized either for public communication or in support
of monitoring and forecasting activities that operate in close to real time, many are delivered to data
centres with delays of several months or more. It is not always made clear in lists or maps of sites
that a station is shown because past data are available, even though it has ceased operation.
Moreover, data from data centres are generally more easily accessible by station than by observation
time. All this makes overall network monitoring and assessment of current status more difficult for
the composition variables.

Scientific Advisory Groups (SAGs) are organized by GAW on a variable-by-variable basis, largely
mirroring its WDC structure, though with separate SAGs for greenhouse gases and reactive gases.
NDACC takes the alternative approach of having working groups on the various types of
measurement and on theory and analysis. Biennial WMO/International Atomic Energy Agency (IAEA)
meetings on Carbon Dioxide, Other Greenhouse Gases, and Related Measurement Techniques
provide a forum for international discussion of topics that include developments of the greenhouse
gas networks, site updates, measurement techniques and calibration, emerging techniques,
standards, and the integration of observations, data products and policy.

4.7 Composition variables

4.7.1 Carbon dioxide

CO, is a naturally occurring greenhouse gas, but one whose abundance has been increased
substantially above its pre-industrial value of some 280 ppm by human activities, primarily because
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of emissions from combustion of fossil fuels, deforestation and other land-use change. These took
values to about 340 ppm in the early 1980s. Growth has continued since then, as illustrated in
Figure 33, with values exceeding 400 ppm now recorded early in the year over the extratropical
northern hemisphere. The NOAA/ESRL global average of values from marine surface stations
exceeded 400 ppm in March 2015. Somewhat lower values over the southern hemisphere are a
consequence of emissions that are larger in the northern hemisphere. The annual cycle in the
northern hemisphere is primarily due to natural biological variations, with CO, taken up by
photosynthesis in the growing season but released throughout the year by respiration. CO, release
by wildfires varies seasonally.

Figure 33. Variation with latitude and time of zonally averaged monthly-mean CO, mole fractions,
from an analysis of data submitted to WDCGG, JMA. The zonally averaged mole fractions were

calculated for 20° latitude bands based on station data shown later in Figure 93.
Source: Plate 3.1 of the annual issue of the Data Summary published in March 2015 (WDCGG, 2015)

Figure 30 shows the increase in CO, to be the predominant contributor to the radiative forcing of
climate change, mostly due to direct emissions of the gas. Estimates of these emissions and of
increased uptake of CO, by the ocean indicate that about 45% of the amount of CO, emitted by
human activities has accumulated in the atmosphere, with the remainder taken up by the ocean and
by natural terrestrial ecosystems in approximately equal measures. Uncertainties in the regional
uptake over land are generally large.

Measurements of CO, are required in the first place to monitor the overall rate of accumulation of
the gas in the atmosphere, for which careful measurement at a number of well-chosen surface sites
is adequate. Denser and more widely located in situ sampling or observation from space supported
by ground-based remote-sensing are needed to improve the understanding and monitoring of
regional carbon budgets. Isotopic measurements and observations of supplementary atmospheric
variables such as the O,/nitrogen ratio, carbon monoxide (CO), carbonyl sulphide and long-lived
tracer gases (section 4.7.3) also contribute to the knowledge of emissions and removals. Analyses of
CO, distributions can also improve the extraction of information on temperature and water vapour
from the space-based IR sounding data used in numerical weather prediction and reanalysis, and
improve specifications in models that do not include an explicit carbon cycle.
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Figure 34 presents the locations of fixed stations and ships for which surface data for monthly-mean
mole fractions of CO, have been submitted to WDCGG. This includes sites that do not currently
report. Many of the sites shown are members of the NOAA/ESRL Cooperative Air Sampling Network.
Station coverage for this network can be seen at http://www.esrl.noaa.gov/gmd/ccgg/flask.php. The

NOAA network has more sites in the United States than shown in Figure 34, and some additional
ones elsewhere, but coverage over Europe is poorer. The network of the European Integrated
Carbon Observing System (ICOS) also includes sites additional to those shown in Figure 34. Coverage
of the data reported to WDCGG is generally sparse or non-existent over western and central Asia and
the interiors of South America, Africa and Australia, a factor that causes uncertainty in estimates of
regional terrestrial sources and sinks from flux inversions using surface observations. Network
maintenance and enhancement is discussed further in the review of IP-10 Action A28 in Appendix 1.

Figure 34. Locations of the stations for which data for monthly-mean mole fractions of CO, have

been submitted to WDCGG, and types of measurements
Source: WDCGG (2015)

Satellites provide an increasingly important component of the overall observing system for CO,.
Atmospheric column data on CO, derived from measuring the spectra of reflected solar radiation
have been derived from SCIAMACHY, which provided data for some 10 years until 2012. Data of
higher precision are provided at present by the dedicated greenhouse gas mission GOSAT, launched
in 2009, and OCO-2, launched in 2014. IP-10 Action A29 called for assessment of space-based data on
CO, (and CH,) and for development of follow-on missions; it is reviewed in Appendix 1.
Supplementary information for the middle-to-upper troposphere at tropical and subtropical latitudes
is provided by high-resolution IR sounders.

Estimation of the net sources and sinks of CO, through inversion utilizing surface measurements of
gas concentrations dates back to the 1980s. The NOAA/ESRL CarbonTracker facility provides
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estimates of CO, (and CH,) fluxes, together with substantial supporting information. There is a
number of other regionally based CarbonTrackers, including a European version of CarbonTracker
operating as a Wageningen University (Netherlands) contribution to ICOS, CarbonTracker-Asia and
CarbonTracker-China. CarbonTracker Australasia is under construction. Flux estimates for CO,
(together with CH, and N,0) are also among the set of products provided by the Copernicus
Atmosphere Monitoring Service. While results broadly agree with bottom-up flux estimates, they
nevertheless have considerable uncertainties.

Basu et al. (2013) and Maksyutov et al. (2013) presented first estimates of surface fluxes derived
from total-column retrievals of data from GOSAT. Used alone in inversions, the GOSAT data give
results that are consistent with, but not superior to, those from the surface networks, but they have
significant impacts on flux estimates for the tropics and southern extratropics when used together
with the surface data. Using the resulting fluxes in model runs improves the fit in the northern
extratropics to column-average data from the TCCON ground-based Fourier Transform Infrared
Spectrometry (FTIR) network (see review of IP-10 Action A27 in Appendix 1), but the presence of
biases in GOSAT retrievals is nevertheless a continuing issue. A recent comparison of CO, flux
estimates based on GOSAT-based inversions and those from up-scaling from measured eddy-
covariance fluxes shows good agreement in boreal and temperate regions across the northern
hemisphere, but poor agreement in the tropics due to limited eddy flux data for tropical biomes
(Kondo et al., 2015).

4.7.2 Methane

CH, is the second most significant greenhouse gases that has increased in concentration in the
atmosphere directly due to human activities, from the viewpoint of the radiative forcing of climate
change (Figure 30). Its mole fraction has increased from a pre-industrial level of about 700 ppb to
current levels that are about 1 900 ppb at high northern latitudes and approach 1 800 ppb at the
South Pole, as illustrated by measurements at the two stations shown in Figure 35.

Somewhere between 50% and 65% of the CH, emitted into the atmosphere comes from
anthropogenic sources such as ruminant livestock, rice cultivation, fossil-fuel use, landfills and
biomass burning. Natural sources include wetlands, wildfires and termites, and themselves are
affected by climate variability and change. Future emissions of CH, (and CO,) from the melting of
permafrost and warming of subocean clathrates may amplify climate change, but are subject to
considerable uncertainties.

The atmospheric sink of CH, is through oxidation, either in the troposphere where it influences the
level of ozone and is influenced by the emissions of other species (Figure 30), or in the upper
stratosphere where it is a source of water vapour and affects the concentration of ozone. CH, also
plays a key role in the conversion of reactive chlorine to less-reactive hydrochloric acid in the
stratosphere.

The lifetime of CH, in the atmosphere is around a decade, much longer than ozone but much shorter
than CO,. The gas is variously described as either short lived or long lived; both descriptions can be
found in the IPCC (2013) report. The seasonal variation in CH, at high southern latitudes, illustrated
in Figure 35, is more marked than for CO,, and is linked to a seasonal variation in oxidation. CH, has
less seasonal variation at tropical and subtropical southern latitudes (WDCGG, 2015).
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Figure 35. Mole fractions of CH, (ppb) measured from flask samples taken at Alert (82.5°N, 62.5°W)
and the South Pole. Blue circles denote data thought to be regionally representative of a remote,
well-mixed troposphere. Black crosses denote data not thought to be indicative of background
conditions. Data shown in pink are preliminary. All other data have undergone quality assurance

and are freely available from NOAA/ESRL/GMD, CDIAC and WDCGG.
Source: NOAA/ESRL, 25 April 2005

Figure 35 shows considerable fluctuations in the rate of growth of CH, over the past three decades.
Growth slowed in the 1990s, ceased from 2000 to 2007 and then continued at a steady rate similar
overall to that of the 1990s. The same can be seen in plots based on sets of stations within latitude
bands included in the WDCGG (2015) report. The reasons for this behaviour were given in the IPCC
(2013) report as being “still debated”.

Much of the preceding discussion of the observation of CO, applies also to CH,. In particular, the
distribution of stations supplying surface measurements of CH, to WDCGG is similar to that shown
for CO, in Figure 34. CH, data are reported for slightly fewer stations, but a slightly higher fraction of
the data passes the quality-control checks that WDCGG applies before using data in analyses (see the
review of IP-10 Action A28 in Appendix 1). The TCCON network provides column abundances and
some limited profile information for CH,, as it does for CO, (and indeed for other species including
CO, N,O and water vapour). High-resolution IR space-based sounding provides middle-to-upper
tropospheric information at tropical and subtropical latitudes for CH, as well as for CO,.

Use of satellite data to improve estimates of surface fluxes is better established for CH, than for CO..
Estimates of about a 10 year duration have been made using retrievals from SCIAMACHY together
with measurements of surface values, and compared with those using the surface data alone.
Houweling et al. (2014) reported one such study, using TCCON and aircraft data to emphasize the
importance of bias adjustment of the SCIAMACHY retrievals, and showed that use of the bias-
adjusted retrievals implied larger tropical emissions than estimated using surface data alone. Their
and other inversions using SCIAMACHY data pointed to increased emissions from the tropical band as
being primarily responsible for the renewed growth in CH, concentration around 2007. Comparisons
with inversions based on retrievals from the current GOSAT mission (for example, Alexe et al., 2015)
show good agreement with those based on bias-adjusted values from SCIAMACHY, with the GOSAT
data being more precise and less biased, but sparser. The OCO instrument does not sense CH,, but
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several new missions that will do so are under development, as discussed in the review of IP-10
Action A29 in Appendix 1.

4.7.3 Other long-lived greenhouse gases

The ECV “Other long-lived greenhouse gases” refers to a set of gases additional to CO, and CH, that
are classified as having atmospheric lifetimes of at least a few years. The term “well-mixed” is also
used to characterize them and may be preferred: see Box 8.2 of the IPCC (2013) report and use of the
term in Figure 30. Stratospheric distributions of these species may nevertheless exhibit quite
substantial spatial variations, either because of the multi-year timescale of much of the transport and
mixing across the region or because of localized photochemical reactions. It is important to measure
this set of gases because some already contribute appreciably to the radiative forcing of climate
change due to increases in concentration since the pre-industrial era, as illustrated in Figure 30, while
others are increasing rapidly in concentration and have a strong potential to enhance warming if
their emission continues unchecked. Some also have to be monitored because they deplete ozone in
the stratosphere. This has to continue for the species that are subject to emission controls under the
Montreal Protocol, as their lifetimes are long.

The set of gases includes N,O, sulphur hexafluoride (SF¢) and groups of species categorized as
chlorofluorocarbons (CFCs), hydrofluorocarbons (HFCs), hydrochlorofluorocarbons (HCFCs) and
perfluorocarbons. All have anthropogenic sources and none has a substantial tropospheric sink. Only
N,O has a significant natural source. N,O, CFCs and HCFCs are the species involved in ozone
depletion.

N,O is now the most significant individual greenhouse gas within the set, having exceeded CFC-12 in
radiative effect following controls on the latter. It is associated strongly with the nitrogen and carbon
cycles and is increasing in the atmosphere, mainly from the use of fertilizers. Its atmospheric lifetime
is well over 100 years, because stratospheric removal processes are slow. Its mixing ratio in the
atmosphere is about 1 000 times smaller than that of CO,, but its global warming potential per unit
mass is some 300 times greater over a 100 year time-horizon.

The well-mixed nature and general absence of natural sources and sinks means that high-quality
measurements from a small network of stations are sufficient for monitoring the tropospheric
abundances of this set of gases, although a larger network and isotopic measurements are needed
for N,O to help understand the working of source mechanisms and to distinguish natural sources
(which may themselves change as climate changes) from anthropogenic ones. The primary global
networks are those of AGAGE and NOAA/ESRL. AGAGE provides data from fewer stations but for a
larger number of species, including nitrogen trifluoride, which has been added recently to the list of
gases for which reporting is required under UNFCCC.

Figure 36 presents examples from NOAA/ESRL data for N,O, SF¢ and several halocarbons. Time series
are presented for a set of 13 stations for which data on the chosen species were openly available for
downloading. Not all are from remote locations providing data that are generally free from
influences of nearby sources, as can be seen from the spikes in the flask data for HCFC-22 and HFC-
134a; variations from stations influenced in this way may be utilized together with other regional
data in top-down estimation of emissions, as shown for HFC-134a by Hu et al. (2015) using data from
a set of flask sites and aircraft measurements over the contiguous United States. This included three
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of the sites used in Figure 36, one of which (Trinidad Head) was responsible for the most prominent
spikes seen in the figure.

Generally, however, Figure 36 shows coherent behaviour from station to station, particularly from
1995 onwards following introduction of a new flask system by NOAA. The differences in values
between sites in the northern and southern hemispheres seen for species whose concentrations
grow over time is a clear indication of the predominance of northern-hemisphere sources; the gases
concerned are well, but not completely, mixed globally. N,O shows a small degree of seasonality. The
peaking and subsequent slow decline in concentrations of CFCs and carbon tetrachloride (CCl,) are
evidence of the effectiveness of controls imposed under the Montreal Protocol; HCFC-22 is also a
controlled species, but its production and consumption are specified to be phased out completely
only from 2030. Plots showing similar results for other stations, and measurements of other
variables, can be found at http://agage.mit.edu/data/agage-data. IP-10 Action A30 (see Appendix 1)

called attention to the need to maintain networks for measuring N,0, SFs and the other (halocarbon)
species.

Observing the spatial and temporal variability of some of the gases that make up this ECV is
important in the stratosphere, not only because some continue to deplete ozone, but also because
some act as tracers that provide information on the “age” of stratospheric air, the time since that air
was last in the troposphere, which is a measure of the strength and structure of the Brewer—Dobson
circulation. The IPCC (2013) report expressed low confidence in the existence of long-term changes in
several aspects of the global circulation, including the Brewer—Dobson circulation, because of either
observational limitations or limited understanding. This was notwithstanding evidence from
projections that the circulation is likely to strengthen in a warming climate, with implications for the
distributions of ozone and other species.

Ground-based FTIR measurements provide monitoring of N,O in the stratosphere. Stratospheric data
on N,O (and other species) have also been provided by limb-sounding and occultation measurements
from space, such as from the Atmospheric Chemistry Experiment Fourier Transform Spectrometer
(ACE-FTS) on SCISAT and MLS on Aura. Limited provision for the continuation of limb measurement
called for in IP-10 Action 26 is noted in several places in this report. In situ upper-air measurements
of N,0 and SFg are made from flask samples taken during flights of aircraft in the CONTRAIL fleet.

The annual data summary produced by WDCGG includes sections on N,O and on the halocarbons
and other halogenated species.
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Figure 36. Mole fractions of N,O (upper panel, left scale; ppb) and SF; (upper panel, right scale;
ppt) and of six halocarbons (lower panel; ppt) from measurements at a set of 13 stations in the
northern (upper legend) and southern (lower legend) hemispheres. Green colouring is used for the
northern hemispheric values of HCFC-22 and HFC-134a, which are plotted using flask data for
specific dates. Data for the other variables are monthly values combined from two or more
measurement programmes. Data were downloaded from
http://www.esrl.noaa.gov/gmd/hats/flask/flasks.html on 17 April 2015.

4.7.4 Ozone

Ozone is a short-lived greenhouse gas whose changes since the pre-industrial era due to emissions of
precursor species contribute to a tropospheric radiative forcing that is larger than that of N,O, but
less than that of CH, (Figure 30). Ozone is a harmful pollutant when present near the Earth’s surface.

Ozone is also the most important radiatively active trace gas in the stratosphere and essentially
determines the vertical temperature profile there. Ozone limits the amount of harmful UV radiation
reaching the Earth’s surface. Chemical depletion of stratospheric ozone, and ozone chemistry more
generally from the surface to the mesosphere, are influenced by atmospheric temperature, by
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several of the species covered by the atmospheric-composition ECVs and by polar stratospheric
clouds. Ozone is influenced by atmospheric dynamics, but in turn influences dynamics via radiative
heating. Chemical depletion caused low springtime values of ozone to develop increasingly in the
1980s and 1990s over or near the South Pole (forming the so-called ozone hole). Behaviour over that
period and since is also characterized by marked interannual variations, as illustrated in Figure 37.

There are accordingly wide-ranging needs to observe ozone from the ground and from space. It has
to be monitored in its guises of greenhouse gas, near-surface pollutant and stratospheric shield
against UV radiation. Observation is needed in a climate context to build further scientific
understanding, including of links with temperature and circulation and their coupling with chemistry.
It is needed to evaluate models and for assimilation in global reanalysis systems. It is needed for
provision of services supporting policy relating to emissions of precursor species, production of
ozone-depleting substances and protection of health and ecosystems. Observations of ozone also
meet shorter-term needs, finding use in air-quality monitoring, in initializing and evaluating air-
quality forecasts and in short-term regional reanalysis systems that provide support for policy on air
quality. Observations are also needed for monitoring incoming UV radiation at the surface and for
initializing a range of global forecasting systems. Ground-based ozone observations are essential for
the validation of satellite products and for ensuring the consistency of satellite observations in the
transition periods between missions.

The longest data records are from ground-based measurement of total ozone using
spectrophotometers, which dates back to the 1920s using Dobson instruments and the 1980s using
Brewer instruments. Regular calibrations and intercomparisons with standard instruments are
carried out for the Dobson and Brewer sites managed by GAW, which form the designated baseline
network for total ozone. Other ground-based measurements of total ozone are provided by filter
ozonometers and by the FTIR, Systéme D’Analyse par Observations Zénithales (SAOZ) and Differential
Optical Absorption Spectroscopy (DOAS) instruments. IP-10 Action A31 called inter alia for the quality
of the baseline GAW network of Dobson and Brewer instruments to be maintained, and coverage to
be improved in the tropics and southern hemisphere. This has not happened; network coverage has
in fact declined, as discussed in the review of the action (see Appendix 1).
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Figure 37. Monthly-mean total-column ozone (Dobson units) for October over the southern
hemisphere from 1970 to 2014. Grey shading indicates lack of data. From the KNMI contribution to

the pre-operational Copernicus Atmosphere Monitoring Service (van der A et al., 2015).
Source: Maps downloaded from http://www.temis.nl/protocols/o3hole/03 history0.php

Vertical profiles of ozone have been measured in situ by balloon-borne ozonesondes since the 1960s.
Stations in the GCOS-designated baseline network are drawn from three networks: GAW, NDACC and
SHADOZ. This composite network has also declined; discussion is included in the review of
Action A31 in Appendix 1. Profile information is additionally provided from the Brewer and Dobson
spectrometers using the Umkehr method, and from FTIR and lidar instruments. Ozone is one of the
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trace species for which tropospheric profiles are provided from the ascent and descent paths of the
IAGOS fleet of instrumented commercial aircraft.

Total-column measurements provide information on ozone trends and data that are used for
evaluation or bias adjustment of satellite data products and reanalyses. They were used for bias
adjustment in the reanalysis shown in Figure 37, for example. The detailed but more-sparse ozone-
profile information is important for studies of atmospheric processes, for calculating stratospheric
trends, for calculating the radiation balance and for evaluating other data products, including those
from operational prediction and reanalysis. High-resolution ozone profiles are especially important in
the upper troposphere and lower stratosphere, where ozone changes rapidly in the vertical direction.
Figure 38 compares sample ascents with corresponding profiles based on assimilating satellite data.
The first two show the South Pole ozone hole and a northern high-latitude low-tropopause example;
the third is simply one of the latest European soundings received on GTS at the time of writing.

Ozone has been measured from space since the 1960s. The multisensor reanalysis shown in Figure 37
utilizes total-column ozone retrievals from measurements of backscattered solar radiation by UV or
UV/VIS spectrometers that range from a Backscatter Ultraviolet Spectrometer (BUV) instrument on
Nimbus-4 in 1970, through the Total Ozone Mapping Spectrometer (TOMS), Solar Backscatter
Ultraviolet (SBUV), GOME, SCIAMACHY and OMI instruments to GOME-2 on Metop-A and -B. Nadir
measurements are also currently made by the Ozone Mapping Profiler Suite (OMPS). Extensive as
this record is, the gap from 1976 to 1978 seen in Figure 37 is not because measurements were not
made: a BUV instrument flew on the Atmosphere Explorer-E satellite from late 1975 to 1981, but its
radiance data were not preserved in NASA archives for reprocessing (Bhartia et al., 2013).

Several of the instruments listed above deliver vertical-profile information from nadir viewing. Ozone
products with higher vertical resolution are provided by limb viewing of MW and IR emission, solar
and stellar occultation and backscattered UV/VIS radiation (including observations undertaken using
SCIAMACHY and OMPS as a complement to their nadir viewing). Additional data, though subject to
cloud effects, are provided by nadir-viewing IR sounders, notably modern hyperspectral instruments
but also the long-standing HIRS instrument, either as instrument-specific products or assimilated in
numerical weather prediction and reanalysis systems. The most recent scientific assessment of ozone
depletion (WMO, 2014b) provided an almost-complete list of the individual satellite instruments
concerned. The limited provision for future limb scanning is discussed in the review of IP-10
Action A26 in Appendix 1.

Most ozone measurements use sunlight and are thus restricted to daytime. Thermal emission and
stellar occultation measurements have a particularly important role in measuring ozone at high
latitudes during the polar night. A near full moon can nevertheless provide a sufficient source for
ground-based spectrophotometers to provide total-column ozone a few days each month.

Ozone data products are obtained both from retrievals based on individual instruments or groups of
instrument and from data assimilation. Observations of precursor species (discussed in section 4.7.6)
help to improve the analysis of tropospheric ozone in comprehensive assimilation systems. IP-10
Action A32 called for continued production and assessment of satellite ozone data records and the
reconciliation of residual differences between datasets; it is reviewed in Appendix 1.
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Figure 38. Sample vertical profiles of ozone mixing ratio (ppb) as measured by ozonesondes (black)
and from pre-operational Copernicus Atmosphere Monitoring Service short-range (<24 hours)
forecasts (red) initialized using assimilation of ozone-profile satellite data from MLS (on Aura) and
SBUV/2 (on NOAA-19) and total-column ozone satellite data from OMI (on Aura) and GOME-2 (on
Metop-A and -B). See Inness et al. (2015) for further details of the data-assimilation system and
discussion of tropospheric ozone and precursor species.

Data-centre and advisory arrangements are mainly as already outlined in general for atmospheric-
composition and satellite data products. Reflecting the different roles played by ozone in the
stratosphere, free troposphere and surface, some arrangements for ozone go beyond those
nominally dedicated to ozone. Thus, the responsibilities of the GAW Scientific Advisory Group for
Reactive Gases include tropospheric ozone, and until now, WDCGG has reported on its holdings of
surface ozone data.

4.7.5 Aerosols

Atmospheric aerosols are minor constituents of the atmosphere by mass, but a critical component in
terms of impacts on climate, and especially climate change. Aerosols influence the global radiation
balance directly by scattering and absorbing radiation, and indirectly through influencing cloud
reflectivity, cloud cover and cloud lifetime. The IPCC (2013) report identified anthropogenic aerosols,
including those formed following emissions of precursor species, as the constituents responsible for
the greatest uncertainty in the radiative forcing of climate change in the troposphere since the pre-
industrial era, as illustrated in Figure 30. AR5 lists this as a key uncertainty, “despite a better
understanding of some of the relevant atmospheric processes and the availability of global satellite
monitoring”.

Tropospheric aerosols are important for other reasons. They can be injurious to health, especially the
smaller particles that are estimated to cause about four million premature deaths per year (WHO,
2015), and can disrupt air traffic. Long-range transport of dust redistributes mineral nutrients.
Whether of natural or anthropogenic origin, the impacts of aerosols may change as climatological
conditions such as circulation and rainfall change.
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Stratospheric aerosols vary naturally due to episodic volcanic injections of aerosols or precursor
gases (particularly sulphur dioxide (SO,)), and can have large short-term impacts on climate. It is
important due to its impact on radiative forcing, warming the lower stratosphere and cooling the
troposphere. Its impact on stratospheric chemistry can produce a further impact on climate through
change in the distribution of ozone. High values also need to be taken into account in assimilating
radiances in reanalysis and in other interpretations of radiance data records, to avoid confusing
aerosol and water vapour signals in the data from some IR channels. Understanding and monitoring
the role of stratospheric aerosols in climate is also important because artificial enhancement has
been proposed as one of the geoengineering approaches to offsetting tropospheric warming due to
increased greenhouse gases, although the artificial aerosol properties may be somewhat different
from natural ones.

Observations of aerosols are needed not only because of their direct importance for climate and
health, but also because they support applications such as the forecasting of surface air quality,
weather and volcanic ash, and services for solar power generation from siting through to yield
estimation and monitoring, including effects of deposition of dust as well as changes in insolation.
Observations are needed to improve understanding of the role of aerosols in cloud chemistry, in gas-
to-particle reactions and in physical cloud and precipitation processes, and related dynamics. They
also need to be taken into account in retrieving information from space-based measurements on
other ECVs such as trace-gas concentrations and some land and ocean properties, for example,
ocean colour.

|II

The consolidated ECV table in IP-10 simply refers to this ECV as “aerosol”, whereas the discussion of

ECVs itself goes under the title of “aerosol properties”, which is a more appropriate one given the
variety of particles and characteristics involved. The GCOS (2011a) report noted that various
measures of aerosol properties were possible, but focused on four for products generated from
spaced-based data:

e Optical depth
e Single-scattering albedo
e Layer height

e Extinction profiles for the troposphere and the lower to middle stratosphere

Taking into account scientific needs, the increasing maturity of aerosol programmes at a number of
stations and the improvement of in situ instruments for measuring aerosol properties, the GAW
(2011) report recommended a more comprehensive list of variables for long-term measurement at
stations in its global network:

e Multiwavelength optical depth

e Mass concentration in fine and coarse size fractions

e Mass concentration of major chemical components in two size fractions

e Light absorption coefficient at various wavelengths

e Light scattering and hemispheric backscattering coefficient at various wavelengths
e Number concentration

e Number size distribution
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e Cloud condensation nuclei number concentration at various super-saturations
e Vertical distribution of aerosol backscattering and extinction
e Detailed size fractionated chemical composition

e Dependence of aerosol variables on relative humidity, especially aerosol number size
distribution and light scattering coefficient

Despite this recommendation, the GAW website in October 2015 noted that not all GAW stations are
able to measure all the aerosol variables recommended above, and that outside Europe and North
America there are [only] 15 sites that are categorized as aerosol chemistry sites by GAW. A check on
the holdings of WDCA, made in May 2015, shows data on particle number concentration from 29
GAW stations, of which only 4 were outside Europe and North America. For particle number size
distribution, WDCA holds data from 25 GAW stations, all of them European. GAWSIS shows station
numbers of a little over 40 for measurement of these two variables, again with the majority over
Europe and North America for number concentration and over Europe alone for number size
distribution.

Nevertheless, the provision of climate-relevant aerosol data has been substantially improved over
the past 10 years. In 2014, more than 65 sites worldwide were providing at least one of the three
aerosol properties of particle size distribution, particle scattering coefficient and particle absorption
coefficient. The number of such sites was less than 10 prior to 2004. Data quality and traceability has
been considerably improved with adoption by the GAW community of standard or intercomparable
protocols and common formats for data and metadata. As borne out by WDCA holdings, this network
expansion has been mainly in North America and Europe; expansion remains to be completed in
other regions.

Geographical coverage and station numbers are better for ground-based measurement of AOD,
although the majority of observations are again from Europe and North America. AERONET is a
federation of sun-photometer networks with standardized operation. Figure 39 shows the locations
of sites that in 2002 and 2013 provided AOD data that passed cloud screening and quality assurance.
It indicates by colour the number of months for which such data are available. The number of sites
increased by a factor of well over 2 from 2002 to 2013. AERONET data are widely used for bias
adjustment or evaluation of global datasets based on satellite measurements and modelling.

Ground-based lidars provide data on several aerosol properties, depending on the type of
instrument. Aerosols are also sensed by ground-based Multi-AXis Differential Optical Absorption
Spectroscopy (MAXDOAS) instruments. A brief discussion of networks is given in the review of IP-10
Action A27 in Appendix 1. Attention in recent years has been devoted to exploring the potential for
aerosol observation using the low-power ceilometers that are widely deployed in national networks
for measuring cloud-base height, including consideration of arrangements for international data
exchange and harmonization of data formats, retrieval algorithms and calibration issues. Also of
relevance are the observations of near-surface aerosol properties made by air-quality networks.
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Figure 39. Number of months for which data are available from AERONET sites for 2002 (upper)
and 2013 (lower), from information for Level 2 (cloud-screened and quality-assured) data
downloaded on 13 May 2015 from http://aeronet.gsfc.nasa.gov/Site_Lists/site_index.html

Space-based measurement also provides information on a range of aerosol properties. This includes
passive measurement in the UV, VIS and IR spectral ranges from geostationary and polar orbits,
including limb viewing for the stratosphere exploiting occultation, backscatter and thermal emission.
The longest records are for AOD, beginning with data from AVHRR and continuing with data from
many instruments, most notably the two MODIS instruments and the combination of ATSR-2 and
AATSR, for both of which there are products, from NASA and ESA CCl, respectively. Measurement
approaches employing various spectral ranges and resolutions, and various viewing geometries,
involving instruments such as GOME-2, IASI, the Measurement of Aerosol Extinction in the
Stratosphere and Troposphere Retrieved by Occultation (MAESTRO), the Multi-angle Imaging
SpectroRadiometer (MISR), OMI and the Optical Spectrograph and InfraRed Imaging System (OSIRIS),
add to the characterization of aerosols. Some are planned for continued implementation on future
operational platforms.

In particular, information on particle size, shape and refractive index may be derived from space-
based measurement of the polarization of backscattered solar radiation in VIS/NIR spectral bands at
multiple viewing angles, and the vertical distribution of aerosols may be sensed using lidar.
Polarimetric measurements were made by the PARASOL mission for nine years until late 2013, in
tandem for some years with the narrow-swath lidar measurements that have been made since 2006
from the CALIPSO satellite in the “A-train” orbit. An expected resumption of polarimetric
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measurement from this orbit using a more advanced instrument did not materialize due to the 2011
launch failure of the Glory mission.

IP-10 Action A33 called for the development and implementation of a strategy for monitoring and
analysing aerosols, covering both in situ and space-based observations. The review provided in
Appendix 1 includes discussion of the planned future provision of space-based observation.

Global data products from the various satellite instruments with aerosol capability are, in general,
available from producing agencies or through consortium arrangements similar to those for other
composition variables. The need for reprocessing past observations using improved calibration, cloud
screening, surface correction and aerosol microphysical models is ongoing.

The general restriction of aerosol observations to clear-sky conditions and limited capabilities over
some types of surface lead to a role for data assimilation to produce complete fields, benefiting from
assimilating observations of meteorological and other variables, including fires, that relate to the
dynamic sources, transport and deposition of aerosols. The NASA Global Modeling and Assimilation
Office (GMAQ) MERRA-2 reanalysis includes five species of aerosols, and assimilates AOD data from
AVHRR over the oceans from 1979 until the EOS period, when AOD from MODIS, MISR (over bright
surfaces) and AERONET are used. MODIS AOD is produced using a retrieval that includes calibration
with AERONET data (Buchard et al., 2015). In developing the Copernicus Atmosphere Monitoring
Service, ECMWF has worked with partners to extend its atmospheric model and associated data
assimilation to include greenhouse gases and the aerosols and reactive gases (ozone and the
precursor species; see Figure 38) that affect climate forcing and air quality. This system too has been
used for reanalysis over the EOS period assimilating MODIS AOD data along with data on precursor
species. It is also being used to develop the assimilation of other types of satellite data on aerosols
and to develop the linkages between the treatments of aerosols, clouds and reactive gases in
modelling and data assimilation.

4.7.6 Precursor species

The importance of observing relatively short-lived gaseous “precursor species” that affect the
distributions of ozone and aerosols through chemical interactions was stated in IP-10. Species include
nitrogen dioxide (NO,), SO,, CO and formaldehyde (HCHO). Estimates of their effects on the radiative
forcing of climate change are included in Figure 30. Surface atmospheric concentrations of NO, and
SO, may reach levels that are directly harmful to health and lead to detrimental environmental
impacts through acid rain, although emission controls have lowered concentrations over time in
many regions. Observations of these species still remain important for air-quality monitoring and
forecasting, as well as for climate. This includes their use for assessing emission inventories and
modelling, and for determining the injection and subsequent transport of SO, from volcanic
eruptions and CO from fires.

The species concerned are measured at a number of GAW stations, and WDCGG has functioned up
to now as their data centre. CO is one of the species measured from flask samples taken by stations
in the NOAA/ESRL Cooperative Air Sampling Network, and the data holdings reported in the WDCGG
(2015) report for this gas were similar to those for CO, and CH,. Much smaller, and declining,
numbers were reported for NO, and SO,. The WDCGG (2015) report showed NO, data from just 18
stations for 2012 compared with 34 stations for 2002. For SO,, there were 14 stations for 2012 and
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35 station for 2002. The reporting stations were almost entirely located in Europe. This is also a
feature of the station distributions reported by GAWSIS for these two pollutants.

Even for Europe, a much greater density of surface observations, albeit not necessarily of the same
quality, is available from air-quality monitoring sites. The European Environment Agency’s AirBase
collection of validated measurements for 2012 comprises values from 1 603 stations, 375 of them
classified as rural, 402 as suburban and 826 as urban. Their locations can be seen at
http://www.eea.europa.eu/themes/air/interactive/no2. This type of data has been used along with

ground-based remote-sensing (discussed in the review of IP-10 Action A27 in Appendix 1) and data
from MOZAIC/IAGOS aircraft for evaluating satellite retrievals. This is needed because of differences
among observing systems in their sampling of regions close to sources, where spatial variability can
be high.

Observation in the wavelength range from UV to the thermal IR from nadir-viewing polar-orbiting
satellites has provided data on CO, HCHO, NO, and SO,, beginning in the 1990s with values of HCHO
and NO, from GOME. It continues today with data from instruments such as Measurements Of
Pollution In The Troposphere (MOPITT), launched on Terra in late 1999, IASI and the Tropospheric
Emission Spectrometer (TES) for CO, volatile organic compounds and ammonia, and OMI and GOME-
2 for HCHO, NO, and SO.,. Figure 40 presents, as an example, NO, from OMI, showing wintertime
values for this gas that are highest in the vicinities of cities where emissions from transport, power
generation and other industrial activities are high. The direct emissions are primarily of another
precursor, nitric oxide, but this gas reacts with ozone on a timescale of tens of minutes to form NO..

Figure 40. Total-column density of NO, (x 10'° molecules cm™) derived from measurements by OMI

on the EOS Aura satellite, 1-8 January 2013
Source: NASA Earth Observatory, http://earthobservatory.nasa.gov
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Space-based sensing capabilities vary from species to species, may degrade over the lifetime of an
instrument and generally improve with newer instruments. Planned satellite missions are discussed
in the review of IP-10 Action A34 in Appendix 1; they offer both refinements of current systems and
viewing from geostationary orbit. Profile data from limb viewing (Action A26 in Appendix 1) support
study of the influence of precursors transported into the upper troposphere and lower stratosphere
on the distribution of aerosols, and are combined with data from nadir viewing to characterize the
atmospheric column more completely. Lightning is a natural source of nitrogen oxides, and its
detection from the coming generation of geostationary meteorological satellites should help the
quantification and modelling of this source. Ground-based remote-sensing is discussed in the review
of Action A27 in Appendix 1.

Assimilation of retrieved data continues to develop, including reanalysis over much of the period of
instrumental record. Miyazaki et al. (2015) reported a reanalysis for 2005—-2012 that combined limb
and nadir data on ozone, NO,, CO and nitric acid from the MLS, MOPITT, OMI and TES instruments.
Experience in developing the global system for Copernicus is that CO, NO, and ozone reactive-gas
data from instruments to date can be usefully assimilated, along with SO, data when signals are
strong following volcanic eruptions. The quality of HCHO data is judged to be sufficient only for them
to be used in the form of monthly means to evaluate the HCHO field that evolves over assimilation
cycles due to background modelling and the assimilation of data on other variables. The impact of
assimilating tropospheric column retrievals of NO, is limited due to the short lifetime of NO, and
other factors, and these data may be better used to adjust emissions rather than initial atmospheric
values over each time window of the data assimilation (Inness et al., 2015).
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5 OCEANIC OBSERVATION

5.1 Introduction

5.1.1 Role of the oceans in the climate system

The oceans play a critical role in the Earth’s fundamentally coupled climate system. Advances in our
understanding of the role of the oceans in climate are reflected in the prominence of the oceans in
IPCC ARS5. The oceans are thought to have taken up more than 90% of the excess heat in the climate
system. Sea-level rise will have important consequences on many coastal cities and other
communities. Sea-ice changes in the Arctic are bringing many changes to the region and its
communities. Ocean currents redistribute heat and other properties with major consequences on
SST in some regions and, in turn, on regional weather. The oceans hold about 50 times more carbon
than the atmosphere, and their sediments hold thousands of times more; an estimated 30% or so of
the excess carbon in the climate system has been absorbed by the oceans, causing them to become
more acidic. Tracking the heat and carbon stored and the exchanges of heat, moisture, momentum
and greenhouse gases with the atmosphere are vital for understanding and forecasting the evolution
of climate variability and change.

The oceans are a dominant driver of climate variability on timescales beyond a week and up to
centuries; these are the timescales on which a range of critical decisions need to be made in society.
The impact of the El Nifio Southern Oscillation (ENSO) on large parts of the world is an example;
while it is a coupled ocean—atmosphere mode, it is the ocean that sets the timescales of variability.
The oceans have the largest “memory” in the climate system and are the dominant source of
predictability for forecasts on seasonal and longer timescales. Ocean-modulated climate variabilities
such as ENSO and the Indian Ocean Dipole also influence monsoons and extreme events such as
floods, droughts, and hurricane activity and intensity.

Changes in the physical and chemical properties of the ocean have a large impact on ocean health
and productivity: the upwelling zones of the oceans provide nutrients that support some of the most
biologically productive zones of the planet, and there is growing evidence that physical and chemical
changes in the ocean strongly control its ecosystems. For instance, changes in ocean stratification
can influence the availability of nutrients in the photic zone, and also influence the occurrence of
deoxygenated zones, or “dead zones”. Ocean acidification also has the potential to have far-reaching
effects on the health of ocean ecosystems. Warmer waters can cause coral bleaching. Observing
changes in the biogeochemical system and in marine ecosystems is critical to projecting their future
states, as well as the ocean capacity to provide food.

Sea level is a critical variable for low-lying regions, and globally is driven by volume expansion or
contraction due to changes in subsurface temperature and salinity, and by changes in the amount of
water held elsewhere, notably in glaciers, ice sheets, artificial continental reservoirs and as
groundwater. Long-term trends in global sea level need to be considered in the context of regional
variability and change driven by modes of climate variability and regional circulation patterns, glacial
rebound, water extraction, land-use changes and coastal ecosystem degradation.

Sea-ice variability and decline in the Arctic over recent decades involves multiple processes and
feedbacks involving both atmospheric forcing and effects of ocean currents and heat storage.
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Changes in Antarctic sea ice have been smaller; the observed net increase is not well understood, but
changes in wind speed and patterns appear to be one factor. Antarctic ice-shelf melting is largely
driven by warm ocean currents that melt ice from underneath; this in turn has an impact on ocean
properties, deep-water formation and the broader ocean circulation.

Ocean information is critical for the delivery of climate services and essential for enabling effective
decision-making across the range of climate-sensitive socioeconomic sectors.

5.1.2 Observing the oceans

Following the OceanObs’09 Conference (Hall et al., 2010), it was decided that the ocean observing
system needed to expand to meet societal needs for observations in support of ocean health and
real-time services, in addition to climate. The Framework for Ocean Observing (Lindstrom et al.,
2012) was developed to guide the expansion of sustained ocean observation, and was focused on
setting requirements for variables, readiness guidelines and a framework for ongoing valuation of the
observing system to deliver ocean observations that are fit for purpose.

The role of the oceans in climate and their impacts was highlighted in IPCC AR5, where the oceans
were highly prominent in the contributions of both Working Groups | and Il. This prominence is a
reflection of the advances in understanding of the role of the oceans in climate, underpinned by
progress in implementing systematic and sustained observations of the ocean. The recent focus of
GCOS on observational requirements for impacts and adaptation brings a potential for broader
connections between the GCOS and GOOS panels, to track the impacts of climate change in coastal
systems, ocean health and fisheries.

Attaining and sustaining global coverage is the most significant challenge for the oceanic climate
observing system. While high-quality ship-based observations continue to be a central component of
the sustained ocean observing system, the further development of autonomous platforms and
sensors means that comprehensive and routine observations of the subsurface ocean are within
reach. The international Argo array of profiling floats has revolutionized our understanding of the
ocean. Emerging technologies such as gliders, unmanned surface vehicles and new sensors show
great promise in providing the required comprehensive observations and reducing reliance on ship
time. This challenge will only be met through national commitments to the global implementation
and maintenance effort, with international coordination provided by JCOMM and other relevant
bodies. JCOMM is encouraging groups coordinating emerging technologies to engage with the
JCOMM Observations Coordination Group (OCG).

The development and evolution of the ocean observing system is being coordinated through focused
finite lifetime “development” or “redesign” projects, notably the Tropical Pacific Observing System
(TPOS) 2020 Project. A Deep Ocean Observing Strategy (DOOS) project is also in the planning stages.
These projects are focused on strengthening and integrating the observing system, capitalizing on
new technologies to ensure the observing system will meet future requirements.

Reanalysis of the time-varying ocean circulation is necessary to provide dynamically constrained
syntheses of ocean temperature, salinity, current and sea-level observations and to explore the
relationships between the physical ocean state with ecosystems and biochemical variability and
change. Activities on ocean analysis and data assimilation for reanalysis and forecasting are under
way in a number of nations. Enhancement and coordination of the suite of these efforts, needed to
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meet the specific needs of UNFCCC, started under the CLIVAR/ Global Ocean Data Assimilation
Experiment (GODAE) umbrella (now GODAE OceanView). Some of the efforts have begun to provide
ocean initial conditions for decadal forecasts, and emphasis is now on improving the systems and
moving them forward into coupled assimilation efforts. Further discussion is given in section 3.6 and
in the review of IP-10 Action C12 in Appendix 1.

5.1.3 Agents for implementation

Observation of the ocean is coordinated under GOOS. Separate from the work of OOPC and its sibling
biogeochemistry and biology panels (section 2.3.3), JCOMM OCG oversees the technical coordination
and implementation of the core observing networks. It covers development of network missions and
targets, observing system implementation and performance metrics, piloting, review and inclusion of
new technologies, data management, integration and information delivery. OCG is effectively the
implementation-support arm of OOPC, and its membership comprises representatives of the mature
ocean observing networks.

Networks that are members of JCOMM OCG are each coordinated through an international panel or
steering team that considers issues such as network targets, national contributions, data
management and quality control. The JCOMM in situ Observing Platform Support Centre
(JCOMMOPS) was established based upon coordination of facilities provided by the Data Buoy
Cooperation Panel (DBCP), the Ship Observations Team and the Argo profiling float programme.
JCOMMOPS provides reports of observing system performance, covering funding, national
contributions, deployments and servicing status, and near-real-time and delayed-mode data delivery.
It is the source of many of the network monitoring plots presented in section 5.2.

As new technologies are scaled up for global implementation, those undertaking coordination are
being invited to engage with JCOMM OCG. For instance, the glider community is now formalizing
coordination under a steering team, and becoming formal members of OCG. OCG is also engaging
with IOCCP to strengthen the coordination of the implementation of biogeochemical sensors and
observations on existing platforms.

The 10 yearly OceanObs series of conferences has proved to be an invaluable opportunity for the
ocean observing community to come together and reframe the vision for GOOS. Planning for the
OceanObs’19 conference is already under way.

Most in situ observing activities in the oceans continue to be carried out under research agency
support and on research programme time limits. A particular concern is the fragility of the financial
arrangements that support most of the present effort; there has been very limited progress in the
establishment of national ocean or climate institutions tasked with sustaining a climate-quality ocean
observing system. Thus, the primary agents for implementation for in situ ocean observation and
analyses remain the national and regional research organizations, with their project timescale focus
and emphasis on Pl-driven activities. That said, there are many examples of sustained observing
programmes consistently delivering high-quality observations largely using research funds and
championed by the research community.

IP-10 Action O1 concerned the reporting of national contributions to ocean observation. Action 02
addressed the planning of coastal ocean observation. The reviews of these actions can be found in
Appendix 1.
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5.2 Networks

A number of oceanic networks provide data on more than one ECV. These networks are discussed in
this section. Networks specific to a single ECV are discussed where relevant in the separate accounts
given for each ECV in sections 5.3 and 5.4. Space-based observation is discussed in general terms in
section 3.4. IP-10 Action O4, reviewed in Appendix 1, concerned coordination of contributions to
CEOS Virtual Constellations for surface ocean ECVs.

IP-10 Action 06, calling for deployment of autonomous in situ instruments for biogeochemical and
ecosystem variables, was aimed at measurements from ships; its review in Appendix 1 concerns the
development and deployment of sensors on Argo floats and moorings as well as ships, in view of the
progress made in this area. The review of Action 023 (Appendix 1) reports limited progress on the
establishment of a network for collocated physical, biological and ecological measurements.
Action 029 called for development of autonomous observation of biogeochemical and ecological
variables; it receives only brief review in Appendix 1, as further discussion is given in the context of
the individual ECVs concerned.

Management of data from these networks and other cross-ECV topics are covered in the reviews
provided of a set of IP-10 actions, Actions 031-041, in Appendix 1.

In addition to the networks specified below, data on temperature and salinity are provided by
instruments attached to marine mammals, predominantly from the Southern Ocean. These data are
used in several analysis systems; a recent study using the Met Office Forecast Ocean Assimilation
Model (FOAM) system is reported by Carse et al. (2015). Novel sensors for other variables have been
tested by deploying them in this way.

5.2.1 Argo

The broad-scale global array of temperature/salinity profiling floats, known as Argo, has already
grown to be a major component of the ocean observing system. Argo is regarded as a standard to
which other developing ocean observing systems can aspire. It exemplifies international
collaboration and data management as well as offering a new paradigm for data collection.
Deployments began in 2000 and continue today at the rate of about 800 per year. The design of the
Argo network is based on experience from the present observing system, on recent knowledge of
variability from space-based altimetry, and on the requirements for climate and high-resolution
ocean models.

The array currently comprises more than 3 900 floats (Figure 41), up from the original target of 3 000
that was reached in 2007. Some 55% are provided by the United States. Thirty other countries and
EU are listed as contributing floats in September 2015, and others provided support for deployment.
The array at present provides about 140000 temperature/salinity profiles and velocity
measurements per year, distributed over the global oceans at an average spacing of 3°. Floats cycle
to 2000 m depth every 10 days, and the typical lifetime of an individual instrument is four to
five years. All data collected by Argo floats are publically available in near real time via the Global
Data Assembly Centres (GDACs) in Brest, France, and Monterey, United States, after automated
quality control, and in a delayed-mode, scientifically quality-controlled form via GDACs within
one year of collection.
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Figure 41. Global Argo array, including details of national contributions, as of September 2015,
when the float count was over 3 900
Source: JICOMMOPS

The original design was to cover from 60°N to 60°S, in open-ocean regions (Figure 42). The density
and age of floats and other factors are actively monitored to plan proactively and prioritize
deployments. Argo is now extending into marginal seas and high latitudes with ice-capable floats;
these either have ruggedized antennas for punching through thin ice, or are programmed with ice-
avoidance algorithms. Enhancements are also being piloted in the equatorial region and in the near-
coastal regions where there are strong boundary currents.

High-latitude sampling was recommended at OceanObs’09, though by then, it was actually well on its
way. Sampling closer to the sea surface has been facilitated by high-bandwidth communications and
improved pressure sensors, but sampling through the air—sea interface is still avoided. Sampling in
marginal seas is now well established, and this also arises naturally as a benefit of high-bandwidth
communications.

Increased float density in critical areas was also requested at OceanObs’09, though some areas, such
as the Kuroshio extension area, were already heavily sampled. Increased density is now available in
the equatorial regions and again benefits from the high-bandwidth communications. The short
surface time eliminates divergence of the floats away from the Equator.

A revised target for floats to meet these requirements is currently under discussion.
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Figure 42. Density of Argo floats relative to the original mission (60°N-60°S), September 2015. A

density of 100% corresponds to four floats per 6° grid square.
Source: ICOMMOPS

Figure 43. Number and distribution of Argo floats with additional chemical and bio-optical sensors,

September 2015
Source: ICOMMOPS

Argo floats equipped with chemical and bio-optical sensors for measuring O,, pH, nitrate, ocean
colour and backscatter are being trialled by a number of national programmes ( Figure 43). The
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JCOMMOPS map for September 2015 shows 280 Argo floats with O, sensors, though they were not
evenly distributed. Efforts are under way to develop and improve the quality-control procedures for
the O, data streams before larger-scale roll out of these sensors.

5.2.2 Global Ocean Ship-based Hydrographic Investigations Program

Global hydrographic surveys have been carried out on about a decadal basis since the 1960s through
research programmes such as the International Indian Ocean Expedition (lIOE), the Geochemical
Ocean Sections Program (GEOSECS), the World Ocean Circulation Experiment (WOCE), the US Joint
Global Ocean Flux Study (JGOFS) and CLIVAR. In 2009, the Global Ocean Ship-based Hydrographic
Investigations Program (GO-SHIP) was established as part of GOOS to provide international
coordination and scientific oversight of the decadal global ocean survey.

GO-SHIP provides a globally coordinated network of sustained hydrographic sections as part of the
global ocean/climate observing system including physical oceanography, the carbon cycle, marine
biogeochemistry and ecosystems. GO-SHIP provides approximately decadal resolution of the changes
in inventories of heat, freshwater, carbon, O,, nutrients and transient tracers, covering the ocean
basins from coast to coast and top to bottom, with water-column and surface-water measurements
of the highest required accuracy to detect these changes.

The principal scientific objectives of GO-SHIP are: (a) understanding and documenting the large-scale
distributions of ocean-water properties, their changes and the drivers of those changes and (b)
addressing questions such as how what is predominantly natural ocean variability will change in a
future in which the ocean is likely to have more dissolved inorganic carbon (DIC) and have become
more acidic and more stratified, and to experience changes in circulation and ventilation processes
due to global warming and altered water cycle and sea ice.

The GO-SHIP Executive Group and Committee of National Representatives provide coordination and
oversight of GO-SHIP, and data are freely available through the CLIVAR Carbon Hydrography Data
Office (CCHDO) at the Scripps Institution of Oceanography in the United States.

The 2012-2023 survey is well under way and, to date, is meeting most targets (Figure 44). A
summary of the status of the programme to 2014, after three years, is:

e Percentage of the 2012—2023 survey completed: 47%

e Percentage of the 2012—2023 survey completed or funded: 71%

e Percentage of the 2012-2023 survey completed, funded or planned: 87%
e Percentage of the 2012-2023 survey unplanned: 13%

Data have been sent to the appropriate data centres. In particular, bottle and conductivity
temperature depth (CTD) profiler data have been submitted to the designated GO-SHIP repository at
CCHDO (http://cchdo.ucsd.edu/) and the Carbon Dioxide Information Analysis Center (CDIAC;
http://cdiac.ornl.gov/oceans/).
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Figure 44. Implementation status against 53-line target of the GO-SHIP 2012-2023 survey,

April 2015
Source: JCOMMOPS

5.2.3 Drifting buoys

The aim for surface drifting buoys is to maintain a global array of 1 250 satellite-tracked drifters to
meet the needs for an accurate and globally dense set of in situ observations of mixed-layer currents,
SST and surface (atmospheric) pressure, and to deliver these data to operational (via GTS) and
research users. A small number of drifters also measure wind and salinity. The majority of drifters
deployed are standard Surface Velocity Program drifters, a little over half of which measure surface
pressure.

The present status of the global drifter array is shown in Figure 79 in Appendix 1, where it relates to
IP-10 Action A6 calling for surface-pressure sensors to be deployed on drifters as a matter of routine;
see also Action 08. The data from the array support short-term weather prediction and seasonal-to-
interannual climate predictions, as well as climate research and monitoring. They are also used to
validate satellite-derived SSTs and in composite SST products. Recent studies have shown that
pressure measurements from drifters have a significant beneficial impact on global numerical
weather prediction and that drifters have a high ratio of benefits to costs.

As illustrated earlier in Figure 16, the number of operational drifters fell significantly in 2011 and
2012. This was because drifter lifetimes dropped to well below the required 450 days. The main
causes for this were: (a) faulty battery packs (assembled from poor-quality cells that were not
properly secured), (b) some modems that were not energy efficient and which shortened the drifter
lifetime considerably and (c) a general increase in power consumption of the drifter electronics. As
shown earlier, these issues have since been addressed and the lifetime of drifters has increased; the
number of drifters deployed is currently safely above the 1 250 level.
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About 80% of the buoys are provided by the United States NOAA Global Drifter Program. The
remainder are provided by European countries, individually and through a joint contribution
organized through EUMETNET, and by several others.

5.2.4 Moored buoys

The status of the moored-buoy arrays is shown in Figure 45. There are about 400 moored systems in
operation, with networks operated by many different countries, with the United States providing a
little over 50%. The moored-buoy network comprises the Tropical Moored Buoy array, various
national moored networks and tsunami buoys. DBCP also maintains close links with the Ocean
Sustained Interdisciplinary Time series Environment observation System (OceanSITES) network of
reference mooring stations (section 5.2.5).

The tropical array is overseen by the Tropical Moored Buoy Implementation Panel and has the
following components:

e Tropical Atmosphere Ocean (TAQO)/Triangle Trans-Ocean Buoy Network (TRITON)
e Prediction and Research Moored Array in the Atlantic (PIRATA)

e Research Moored Array for African-Asian-Australian Monsoon Analysis and Prediction

(RAMA)
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Figure 45. Moored-buoy network in April 2015. Some fixed offshore platforms are included.
Source: ICOMMOPS

At its meeting in October 2014, DBCP noted with concern that the daily average data return for the
period from 1 July 2013 to 30 June 2014 was 38% for TAO, 84% for TRITON, 86% for PIRATA and 54%
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for RAMA. Abnormally low TAO data return was, in a large part, due to buoy vandalism and delays in
maintenance cruises, where the average TAO mooring age (time period since deployment) was
16 months as of July 2014, with 42 out of 55 TAO moorings having been deployed for more than the
design lifetime of 12 months, and 1 having been deployed for three years.

The decline of the TAO/TRITON array had prompted earlier action. NOAA and the Japan Agency for
Marine-Earth Science and Technology (JAMSTEC), in collaboration with OOPC, convened a review of
the observing system for the tropical Pacific through a workshop held in January 2014 and associated
white papers. Immediate actions to address the deterioration in the observing system were
considered along with the activities needed to achieve a more robust and sustainable system.
Formulation of the TPOS 2020 project was one outcome. Its aim was to design a modern, sustained
TPOS to support prediction for ocean, weather and climate services and to advance understanding of
the physical and biogeochemical variability and predictability of the region. Meanwhile, NOAA has
honoured a commitment made at the beginning of the workshop to return the TAO mooring array to
80% by the end of 2014. The decline and restoration of the TAO array is illustrated in Figure 46.
Future funding of the array remains uncertain.

Figure 46. Summary of the data return from the TAO array from January 2004 to May 2015. Upper
panel: data return as a percentage of the total possible. Middle panel: number of buoys reporting

data. Lower panel: average days of deployment.
Source: NOAA Pacific Marine Environmental Laboratory
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Notwithstanding the restoration, for now, of the TAO array, a staged removal of TRITON moorings
has commenced (Figure 47), and there are now only 8 out of the original 16 moorings in place. The
array will be down to four moorings by 2017.

The primary reasons for data loss in RAMA are a high incidence of vandalism coupled with long
mooring deployment periods at some sites. Of 27 surface mooring sites in RAMA implemented by
July 2014, 5 have not been maintained for more than two years due to lack of cruise opportunities.
Piracy continues to prevent the full implementation of the array in the western Indian Ocean. The
survival rate for Autonomous Temperature Line Acquisition System (ATLAS) moorings in RAMA since
initial deployments in 2004 is 84%, compared with 90% for TAO (1980-2010) and 93% for PIRATA
(1997-2014).

Figure 47. Status of the TAO/TRITON mooring array. “x” marks where TRITON moorings have

already been removed
Source: JICOMMOPS

To ensure early detection of tsunamis (the vulnerability to which changes as the local average sea-
level changes), moored buoys equipped with tsunameters have been installed in regions with a
history of generating destructive tsunamis. At present, there are approximately 56 moored-buoy
tsunameter stations. Typically, each system consists of an anchored sea floor bottom pressure
recorder (BPR) and a companion moored surface buoy for real-time communications. An acoustic
link transmits data from BPRs on the sea floor to the surface buoy where the signal is relayed to
tsunami warning centres or emergency managers.

An additional important contribution to the overall array of moored buoys are the national networks
operated around the coasts of many countries, in particular North America, South America, western
Europe and the northern Indian Ocean, as shown in Figure 45. About 90% of these buoys deliver data
to GTS. Capabilities vary from country to country, with most (if not all) buoys measuring
meteorological variables, and some networks also measuring oceanographic variables. Many of these
networks have been in place for 20 years or so, and deliver data for weather and ocean-state
prediction, as well as providing time series for marine climate studies, in particular, for wave climate.
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5.2.5 Ocean Sustained Interdisciplinary Time series Environment observation System

OceanSITES is a worldwide system of long-term, deep-water stations (known as ocean reference
stations) at which dozens of variables are measured. It is being implemented by an international
partnership of researchers. The network, predominantly moorings (Figure 48), provides fixed-point
time series of various physical, biogeochemical and atmospheric variables at different locations
around the globe, from the atmosphere and sea surface to the sea floor, and includes some historical
time series. The programme’s objective is to build and maintain a multidisciplinary global network for
a broad range of research and operational applications including climate, carbon and ecosystem
variability, and forecasting and ocean-state validation. The main focus of the network is to establish
indicator trends in the physical and chemical environments. Developments since 2011 include the
establishment of the Deep Observing Network (DON), which aims to carry deep-ocean
temperature/salinity sensors at existing OceanSITES platforms. Another recent initiative is the
Minimalist OceanSITES Interdisciplinary Network (MOIN). MOIN aims to provide a basic global
coverage on how the marine ecosystem functions in relation to physical forcing in the upper ocean
and would be a sparse array of moorings with comprehensive multidisciplinary sensor payloads.
While the deep-ocean temperature/salinity sampling has been successful, limited progress has been
made by MOIN due to funding constraints.

All OceanSITES data are publicly available. See http://www.oceansites.org for more information.

IP-10 Action O5 called for completion of a global reference network of 30—40 surface moorings as
part of OceanSITES; it is reviewed in Appendix 1.
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Figure 48. Network of OceanSITES and planned additions, as of November 2015
Source: ICOMMOPS
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5.2.6 Voluntary Observing Ships

An international fleet of more than 3 100 VOSs, of which somewhat under half tend to be active at
any one time, currently provides meteorological data that are shared by national meteorological
services via GTS. Figure 96 (in the review of IP-10 Action O3 in Appendix 1) provides an example of
monthly coverage and performance indicators.

These ships, which are primarily recruited from merchant shipping companies, contribute to the
international VOS scheme (http://www.jcommops.org/sot/), which is coordinated by a Ship

Observations Team (SOT) established under JCOMM. Observations are compiled in electronic
logbooks by ship officers and sent in near real time to the meteorological services for use in their
numerical weather prediction systems (Figure 9). Delayed-mode data are also collected from the
ships to supplement climate databases. Ships are recruited to a number of different VOS classes
largely depending on the instruments with which they are supplied, but there is an international
effort to encourage suitable ships to participate in the VOS Climate (VOSClim) class, which aims to
produce a higher-quality subset of VOS data suitable for climate studies and research. The number of
ships that have been upgraded to this VOSClim class is gradually increasing, and now stands at
almost 500 ships, accounting for more than one third of the total VOS data supply. There are
currently 30 WMO Members engaged in VOS operations, with the majority of observations coming
from ships recruited to fleets maintained by the United States, Netherlands, United Kingdom of
Great Britain and Northern Ireland, Germany, Canada and France.

Although the overall number of ships recruited to the VOS scheme has declined over the last two
decades, the number of observations they supply has, in contrast, grown significantly. Discussion of
coverage is given in section 4.2.1. One of the prime reasons for the rise in observations is the
increased use of AWSs producing hourly observations. Almost 400 VOSs are now fitted with AWS
systems, and this number is expected to rise significantly in the next few years. However, AWSs
report a limited number of measured parameters. These are typically pressure, air temperature,
humidity, sea temperature, wind speed and wind direction, depending on the type of system used,
whereas manually reporting ships provide a wide range of additional visual observations such as
cloud cover, height and type, present and past weather, sea state and swell, and icing conditions.

VOSs are served by a network of international Port Meteorological Officers (PMOs) who visit the
ships to provide feedback on their data quality, timeliness and availability. In order to do this
effectively, comprehensive data quality monitoring tools have been developed by EUMETNET and
the United Kingdom Met Office. PMOs also inspect the ships’ meteorological instruments, to ensure
they remain within calibration, and provide instruction to officers on the correct observing practices.
In addition, they collect comprehensive metadata on the ships, and on the location and exposure of
their observing instruments. These metadata are stored in an online metadata database maintained
by E-Surfmar and which is accessible at ftp://esurfmar.meteo.fr/pub/Pub47/.

Ship call-sign masking still causes problems for some users. This has been discussed by SOT, who are
taking further action to address the issues.

The VOS network also underpins the work of many other observing networks, and its ships are
routinely used for deployment of Argo floats and drifting buoys. The above discussion provides much
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of the review of IP-10 Action O3 (see Appendix 1) calling for improvement in the number and quality
of climate-relevant surface observations from VOSs.

5.2.7 Expendable bathythermographs, thermosalinographs and other data from the Ship of
Opportunity Programme

The JCOMM Ship of Opportunity Programme (SOOP) produces oceanographic sampling from cargo,
research and cruise ships, using mainly expendable bathythermographs (XBTs), but also expendable
CTD (XCTD) profilers, acoustic Doppler current profilers (ADCPs), thermosalinographs (TSGs) and
continuous plankton recorders (CPRs). Measurements of the partial pressure of CO, (pCO,) are also
made. XBT measurements are discussed mainly in this section; other types of measurement are
discussed in the ECV-specific sections.

The XBT network is based on recommendations from international and regional panels, presented at
OceanObs’09. The main mission of the XBT network is the collection of upper-ocean temperature
profiles, involving repeat sampling at regular intervals along pre-determined routes, called lines or
transects. The XBT deployments are designated by their spatial and temporal sampling goals or
modes of deployment (Low Density, Frequently Repeated, and High Density or High Resolution) and
conducted along repeated, scientifically important transects, on either large or small spatial scales, or
at special locations such as boundary currents and chokepoints. These observations are
complemented by or complementary to other observational programmes, such as Argo, the surface
drifter array, the pCO, system network and satellite altimetry. Multinational reviews of the XBT
network were carried out at the 1999 and 2009 OceanObs conferences and at four dedicated XBT
Science Workshops between 2008 and 2014. Given the advances in the Argo programme, the global
XBT network is now focused on:

e Assessment of seasonal and interannual variation of volume of major open-ocean currents

e Assessment of boundary current and ocean interior mass and heat transport across basin
transects

e Contributions of observations for seasonal-to-multidecadal variability assessments in
upper-ocean temperature and heat content

e |[nitialization and validation of numerical models

The accomplishment and maintenance of the recommended transects are dependent on ship traffic,
recruitment strategies, budget restraints and scientific and operational needs. The XBT network
continues to place more emphasis on the implementation of XBT transects in High Density mode,
providing data that are largely used by the scientific community. About 50 high-density XBT lines are
recommended, with about 29 currently fully implemented and occupied four times per year with
XBTs deployed every 15-25 km. The XBT lines also provide an important contribution to monitoring
the global boundary currents.

The number of XBTs deployed each year has more or less halved since the Argo programme began.
Approximately 20 000 XBTs are currently deployed annually, of which about 17 000 correspond to
the XBT network (Figure 49) and are mostly transmitted in near real time and ingested into
operational databases. The rest of the XBTs, about 3 000, are deployed on research cruises. There are
approximately 60 ships participating in the maintenance of the XBT network and 70 ships
transmitting TSG data. Data acquisition and transmission into global databases are crucial for
assessing performance.
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Figure 49. SOOP XBT lines that are currently occupied (red) and unoccupied (black)
Source: NOAA/AOML

Observations from the XBT network are almost fully transmitted on GTS after undergoing automatic
quality control. Metadata from XBT observations are critical, particularly for current studies of the
XBT fall rate equation. The XBT Science Team met in Beijing in November 2014 to discuss results from
these studies and experiments. As a result, the community recommended a unique dataset that
currently has the lowest bias and errors, and submitted the findings and recommendations for
review. NOAA NCEI (formerly the National Oceanographic Data Center) and the French Coriolis
centre for in situ oceanographic data (http://www.coriolis.eu.org/) are the repositories of all XBT

observations, and they coordinate the delayed-time data management. The Global Temperature and
Salinity Profile Programme currently supports high-quality delayed-time data processing.

5.3 Surface variables

5.3.1 Sea-surface temperature

The large-scale spatial patterns of SST are related to large-scale weather patterns. SST plays
important roles in the exchanges of energy, momentum, moisture and gases between the ocean and
atmosphere. The heat and moisture exchanges are a main driver of global weather systems and
climate patterns. On 25-100 km scales, strong SST gradients can contribute to vertical atmospheric
circulations that transfer energy and moisture from the atmospheric boundary layer to the free
atmosphere. On smaller scales, SSTs are used to diagnose adverse conditions for coral reefs. SST has
been discussed in section 4.3.1 in the context of global-mean surface temperature estimates, which
are based on surface air temperature over land and SST otherwise. However, SST is not a good
indicator of multiannual variations in the energy stored in the ocean.

The in situ observing system for SST feeds ICOADS, which currently extends back to the late
eighteenth century, with the prospect of further recovered and digitized historical measurements
being added. It also feeds near-real-time analysis systems that support forecasting and the extension
of reanalyses. The ways that measurements have been made, the depths at which they have been
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made, their biases and the areas covered by them have changed significantly over time. Coverage in
most ocean basins has been far from sufficient, as shown already in Figure 12. For the past 30 or
more years, however, near-global sampling of SST has become available on a daily to weekly basis
due to the advent of IR radiometers on polar-orbiting and geostationary satellites, and more recently
of low-frequency MW radiometers on polar-orbiting satellites, and from the measurements made by
drifting buoys. Satellite observations play a critical role in filling the spatial gaps in coverage, but do
not resolve fully the diurnal cycle that plays a substantial role in increasing energy transfer from the
oceans to the atmosphere in the tropics and subtropics. MW observations have the considerable
advantage of observing through cloud cover, which is very important in winter and spring when large
parts of the ocean basin can be covered by cloud. IR data provided from 1991 to 2012 by the SST-
focused ATSR and AATSR instruments flown, respectively, on the ERS and Envisat platforms have
been have been valuable sources of reference data for calibration schemes. While there have been
considerable improvements in SST products, the lack of representation of the diurnal cycle and the
challenges of adjusting for observational changes over time and for the differences between one
type of observation and another leave scope for further improvement. Furthermore, the various SST
products have greater differences near coasts, especially in areas with frequent cloud cover.

IP-10 Action O7, reviewed in Appendix 1, relates to the continued provision of the best possible SST
products based on satellite and in situ data. Provision of products of improving quality, and with
guantified uncertainties, has indeed been achieved. There is nevertheless concern over future
provision of MW SST observations, in the absence of confirmation of arrangements for the GCOM-
W2 and -W3 missions that are shown in CEOS MIMD as still being under consideration for flying the
AMSR?2 instrument for the 2016—2025 period.

IP-10 Action O8 (see Appendix 1) relates to in situ coverage of SST observations made by drifting
buoys and VOSs. General network issues for these types of observation are covered in section 5.2.

5.3.2 Sea-surface salinity

Salinity is the fraction of water that comprises salt and other impurities. Observations of sea-surface
salinity (SSS) are needed to calculate estimates of oceanic transports of freshwater and other
properties on basin to global scales. SSS also provides a good pointer to changes in the water cycle as
it indicates the change in freshwater due to the difference between precipitation and evaporation.
Along with coincident SST observations, it allows surface-water density to be estimated. In situ SSS
data also provide important resources for evaluating numerical models, palaeological estimates and
satellite observations.

Near-global, broad-scale in situ observational coverage of salinity was achieved around 2004. Ocean
salinity observations have proven to be an important input for data assimilation, particularly for
ocean models that are being used to provide gridded global estimates of ocean circulation. More
recently, satellite observations have begun to contribute. Ongoing salinity observations, both surface
and subsurface, are required to further our understanding of the ocean’s role in the global water
cycle, and to further quantify ocean changes in response to climate change.

Further discussion is provided in the reviews of two IP-10 actions in Appendix 1. Action O11 concerns
implementation of a programme for in situ observation of SSS. Action 012 concerns investigation of
the feasibility of utilizing satellite data for global fields of surface salinity, for which a basis has been
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provided by the launches of SMOS in 2010 and Aquarius in 2011. The Aquarius mission ended
prematurely in June 2015 due to platform failure, but the SMAP mission launched in early 2015
might provide suitable alternative data.

Early gridded products based on Aquarius and SMOS both reveal substantial regional signals in
salinity related to precipitation and river outflow. These products highlight the importance of the
water cycle and the need to consider river outflow in near-coastal modelling. Several operational
models have shown remarkable skill in reproducing the salinities seen in western boundary currents,
but many models have serious problems in areas of very strong river outflow.

5.3.3 Sea level

Changes in local sea level are important to coastal communities. These changes can have large
impacts on infrastructure and coastal resilience on the timescales from those of tsunamis and storm
surges, through the interannual to decadal scales of variability in ocean circulation, out to centuries
from sea-level rise in a warming climate. Subsidence of the land may, in places, have as large an
impact as rising seas. For many communities, the record of extreme sea-level events is insufficient to
assess risk to infrastructure, in part because of inconsistent tide-gauge locations and large
uncertainty about changes in the elevation of the land. Global Sea Level Observing System (GLOSS)
stations provide in situ calibration and validation data to complement satellite observations, while
GLOSS data themselves monitor multidecadal trends in sea-level rise and help to reconcile the sea-
level signal associated with crustal displacements. Large contributions to uncertainty in GLOSS
analyses come from insufficient GLOSS stations and from stations that lack metadata on the position
of the tide gauge.

For open-ocean applications, high-accuracy sea-surface height (SSH) data from satellite altimeters
resolve significant differences in the rate of sea-level change between ocean basins. Observations
from less-precise instruments improve spatial and temporal sampling. SSH is defined differently to
sea level; SSH is the topography of the sea surface in geocentric coordinates. It is an indicator of
ocean circulation and dynamics at many scales. Satellite measurement of SSH contributes vital
information for characterizing variability such as that associated with ENSO and the North Atlantic
Oscillation, and the correlation between SSH variability and underlying subsurface temperature
anomalies can be exploited to derive analyses of variables such as tropical cyclone heat potential.
Data assimilation for basin and mesoscale circulations is acutely reliant on sustained SSH
observations. Added value of the assimilation of SSH data is realized when the ocean analyses are
used to initialize operational coupled ocean—atmosphere seasonal forecast systems that provide
societal benefit, in particular, due to their skill at predicting ENSO events.

Global-mean SSH is increasing as a result of ocean volume increase due to thermal expansion and
ocean mass increase due to melting glaciers and ice sheets. It is also affected by changes in the
amount of liquid water stored on land, particularly in artificial reservoirs and as groundwater. The
observing system is adequate for monitoring the evolution of global SSH. The IPCC (2013) report
assessed progress in the estimation of the various contributions to change, and expressed high
confidence that the global-mean rise in sea level between 1993 and 2010 was consistent with the
individual contributions as estimated from observations, in that the sum of these contributions,
2.8 mm yr ', with an uncertainty range of 2.3-3.4 mm yr™, matched sufficiently well the observed
rise of 3.2mm yr, with an uncertainty range of 2.8-3.6 mm yr. The observing system is
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nevertheless inadequate for resolving changes with smaller spatial and temporal scales, which can be
large in magnitude and have substantial impacts on communities. The largest uncertainties in
estimates of changes in the thermal energy in the ocean come from uncertainty in the ocean basin
volume and from changes in the elevation of tide gauges.

Other societal benefits of sea-level observation include information on storminess from data from
the tide-gauge network, and tsunami warnings from a dedicated measurement system.

The coastal tide-gauge network provides a roughly century-long time series of sea level that is
supplemented by open-ocean data from altimetry over the last three decades or so. IP-10 Action 09,
reviewed in Appendix 1, is concerned with completion of the implementation of the GLOSS network.
High-precision altimetry is available for more than two decades, beginning with the 1992 launch of
the TOPEX/Poseidon mission. The altimetry constellation requires multiple satellites to maintain
sufficient sampling in both time and space; IP-10 Action 010 called for continuous coverage from one
high- and two medium-precision altimeters. Recovery of tide-gauge records would be especially
useful for the early part of the satellite period, for the purpose of intercalibration with the early
space-based data.

5.3.4 Sea state

Waves are generated by ocean surface vector stress, and evolve from wind waves to swell when the
stress has insufficient magnitude to support the waves. Wave characteristics can also be modified by
bathymetry when the depth of the water is sufficiently small compared to the wavelength, or by
surface currents, which appear to play a large role in the formation of rogue waves. Sea state is best
known for its impacts on marine safety, marine transport and damage to structures. However, waves
also affect the growth or decay of sea ice, beach erosion, surface albedo, gas transfer, transport of
larvae and contaminants such as oil, and air—sea exchange of energy, moisture and momentum. They
thereby play large roles in the global cycles of energy, water and carbon.

Sea state is typically observed from some moored buoys and satellite altimeters, although some
wave information can be inferred from coastal radar and specialized drifting buoys. Observations are
also provided from some VOSs and oil platforms. Most moored buoys measuring waves are located
in the coastal margins of North America, Europe and Australia (see Figure 45). Wave data are
measured by two flux reference buoys (see the review of IP-10 Action 016 in Appendix 1). The eddy-
covariance flux system on two Ocean Observatories Initiative (OOI) buoys can likely be used to
provide the buoy motion for wave calculations. The general lack of this observation adversely
impacts estimates of surface stress (and arguably all other surface fluxes) from buoys. The spatial
coverage of buoys is far from adequate, except perhaps for coastal applications, where the additional
information from radar measurements may help. The temporal sampling for satellite altimeters is
also far from adequate. These inadequacies strongly indicate that an alternative approach is needed
to gain the information desired from wave observations.

The primary aspects that are measured or retrieved from measurements are the wave height, usually
the significant wave height (SWH), the average height of the highest 33% of waves, but sometimes
maximum wave height, wave period (and hence wavelength) and wave direction (from a much more
limited set of platforms). One-dimensional spectra are measured by most moored buoys, with a
limited number of directional wave spectra available from some moored buoys, wave radars and
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bottom-mounted pressure arrays (in shallow water). Parameters of interest that are not measured
by existing systems include crest height (usually parameterized from wave spectra or SWH), wave
breaking, whitecapping (derived from some satellite estimates and numerical models), rogue waves
(which can be forecast probabilistically by models) and, tangentially, Stokes drift (a contribution to
surface and subsurface currents).

The observations from moored buoys are usually derived from wave-induced motions. The bulk of
operational wave measurements (those reported through GTS, for example) are from systems that
use an overly simple motion sensor that can result in large errors when the surface winds are strong
enough to cause wave breaking. New sensors that measure the full range of motion of the buoys are
being increasingly used to alleviate this problem. GPS sensors are also being developed for wave
measurement, particularly for drifting buoys.

Other wave-measurement systems in varying degrees of use include the wave radars, such as SAAB
Rex and MIROS, extensively used by the oil and gas industries for measurements from platforms.
ADCP systems and bottom-mounted pressure sensors, downward-looking laser instruments,
capacitance wire gauges and wave staffs are also used, usually in a research context rather than for
operational measurements. Some measurements are also made using shipboard X-band radar and
coastal radar systems. Of these systems, the coastal radars are the closest in readiness for GCOS
applications.

In situ data reports are not currently standardized, resulting in impaired utility. Differences in
measured waves from different platforms, sensors, processing and moorings have been identified. In
particular, a systematic 10% bias has been noted between United States and Canadian buoys, the
two largest moored-buoy networks. Standardized measurements and metadata are essential to
ensure consistency between different platforms. Understanding the errors and uncertainties of wave
measurements from all systems is the primary focus of the JCOMM pilot project on Wave
measurement Evaluation and Test (WET; www.jcomm.info/WET). The WET project also has a primary

focus to develop affordable and reliable wave measurements from drifting buoys, in particular, from
the Global Drifter Program array.

Satellite altimetry measures SWH. Wavelength and wave period can be estimated assuming that the
waves are wind driven, which is often unrealistic. Altimetry provides neither spectral nor directional
information. In practice, sampling is too sparse in the open ocean, where wave characteristics change
rapidly because of changing weather and swell from distant weather events. Therefore, waves are
modelled with ocean surface vector stress (or wind converted to stress) and bathymetry being the
key input variables. The wave observing system thus mimics the vector wind observing system, with
buoys providing comparison data for calibrating winds and waves. Assimilation of SWH data from
satellite altimetry (and also SAR data, see below) into these models is also used.

Information on the two-dimensional frequency-direction spectral wave energy density is provided by
SAR instruments with good accuracy, but with marginal horizontal/temporal resolution and poor
global sampling. A horizontal resolution of 100 km is currently required for use in regional models,
with fast delivery of data, within six hours. Real aperture radar capability is expected to be available
within five years.
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Coastal wave models require different observing methods to those used for the open ocean, due not
only to their high resolution but also to limitations of the satellite data close to land. Hence, for these
models, systems such as coastal high-frequency radar are of particular importance. These radars
provide information on SWH with limited coverage, good accuracy and acceptable
horizontal/temporal resolution. High-resolution observations (up to 100 m resolution) are currently
required for data assimilation using coastal models.

Much longer waves such as tsunamis and coastal shelf waves are measured with different systems.
Tsunami characteristics are calculated from changes in bottom pressure. Shelf waves are estimated
from the coastal part of their signal, which can be seen in tide-gauge observations. These waves are
relatively rare, but are more likely to have a strong impact on coastal environments.

5.3.5 Seaice

Sea ice is most often thought of as a sensitive indicator to changes in the energy absorbed by the ice.
It also greatly influences the surface albedo and air-sea exchanges of energy, moisture and carbon.
The sea-ice distribution, including polynyas and margins, also has an important influence on marine
ecosystems. Changes in the distribution of sea ice affect these ecosystems and a number of activities
such as shipping, logistic and tourist operations.

Antarctic sea-ice extent is remaining steady or increasing slightly, while the total ice mass (estimated
from gravity measurements) appears to be decreasing. Recent decline in Arctic summer ice extent,
summer ice mass and the type of ice have been suggested as indicators of global change. Changes in
Arctic ice have been linked to changes in radiative input due to changing cloud cover, changes in
albedo via changes in ice concentration, and ice motion due to winds and currents. Smaller changes
in Antarctic sea ice may be due to changes in wind speed and patterns. All these mechanisms are
related to changes in the overlying atmospheric circulation, which varies considerably on synoptic,
seasonal, interannual and decadal scales. The related processes of ice melt, formation, drift and
deformation are largely dependent on the energy budget per unit area of ice. Hence, the sea-ice
system is clearly tied to the energy and water cycles as well as many other ECVs.

The historical record of sea-ice extent is largely pieced together from highly sporadic ship-based
observations until 1979, when satellites began to provide sea-ice information. A wide range of
technologies and historical data are used to make different sea-ice products. The various satellite
technologies have different strengths and weaknesses that appear in products that are based solely
on those technologies. For example, freezing-season estimates of sea-ice extent and concentration
are effectively determined from the passive MW record, but the melt-season changes are more
accurately determined from active MW observations (typically scatterometers). Neither of these
types of observation have the resolution needed to monitor fast ice movement in the Antarctic, nor
do they have the capability to determine the thickness of snow resting on the ice. IP-10 Action 020,
reviewed in Appendix 1, called for better documentation of the differences and uncertainties in
these products. The IPCC (2013) report noted, as a key uncertainty, that available data are
inadequate to assess the status of change of many characteristics of Antarctic sea ice, such as its
thickness. It is likely however that a combination of technologies can be used to greatly improve sea-
ice products for the recent record. IP-10 Action O18 calls for a plan to improve the in situ observing
system, while Action 019 relates to maintenance of satellite observation programmes. A growing
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number of organizations are attempting to guide development of the observing system, but a
sustainable comprehensive plan still needs to be developed for in situ observations.

The sea-ice ECV covers concentration (fraction of the sea covered by ice), extent, area of coverage,
motion, deformation, age, thickness, freeboard height of ice above the ocean surface and the timing
of ice melt and creation. Other variables are also of interest, but are not considered as subvariables
of this ECV. For example, snow depth on sea ice is also a crucial parameter. Snow influences the
accuracy of retrieval of ice thickness for most remote observation methods. Snow contributes to sea-
ice mass through snow-ice formation (mainly in the Antarctic) and greatly affects ice growth and melt
rates due to its high albedo and thermal insulating properties. Other parameters include melt state
and the progression/pattern of seasonal melt and freeze-up, melt-pond distribution and
characteristics (mainly in the Arctic, as melt ponds are rare in the Antarctic), lead fraction and ridge
size and distribution, size and distribution of recurrent polynyas, sea-ice production rates in polynyas,
floe size distribution, sea-ice rheology and sea-ice crystal structure and salinity.

An important distinction is between pack ice (sea ice that is in constant motion in response to winds,
ocean currents and internal forces) and land-fast or fast ice (stationary sea ice that is held in place in
coastal regions by coastal promontories and grounded icebergs, and in sheltered embayments).
Although it forms a narrow band along coastal regions, from a few kilometres up to about 200 km
wide, fast ice is consolidated, can attain considerable thicknesses, strongly affects coastal processes
and erosion, is closely coupled to ice-sheet margins, and its distribution, thickness and seasonality
are sensitive indicators of climate variability and change. Fast ice also affects coastal operations and
logistics.

Figure 50. Arctic sea-ice extent for March (left) and September (right) from 1979 to 2015 derived
from passive MW satellite data from SMMR, SSM/I and SSMIS instruments (black). Based on the
Sea Ice Index dataset downloaded from NSIDC (http://nsidc.org/data/seaice_index/) on
12 October 2015.

The longest time series that discriminates sea ice from open water is from passive MW data. Sea-ice
concentration (fractional coverage of ice), sea-ice extent (total area encompassed by the ice edge
above a prescribed threshold, usually 15% concentration), sea-ice area (product of extent and
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concentration) and sea-ice drift are obtained from such data. Also derived from the passive MW
record, seasonality describes the annual timings of sea-ice advance and retreat and their product,
annual ice-season duration. Dating back to 1979, the passive MW dataset provides one of the longest
satellite-derived climate records. The decline in Arctic sea-ice cover observed by passive MW sensors
is one of the most visible and dramatic indicators of climate change over the past three decades, as
illustrated in Figure 50. Sea ice can be discriminated from water in other wavelengths due to its
generally higher reflectivity (VIS), lower temperature (IR) and increased backscatter (active MW).
However, passive MW satellite data are currently considered optimal for long-term, large-scale and
consistent observations because it has all-weather capabilities (independent of solar radiation and
little affected by clouds) and a relatively wide swath to obtain daily complete coverage.

Other space-borne contributions to the ice observing system come from active MW instruments
(scatterometers and SARs), VIS imagery and altimeters. MW sensors have the considerable
advantage of being able to penetrate clouds. Scatterometers can be used to measure ice extent and
drift, while the repeat fine-resolution SAR observations are used to estimate the deformation field.
The combination of passive and active MW sensors can be used to track ice motion, including
icebergs. This combination can also be used to distinguish first-year ice from the multi-year ice that is
prevalent in the Arctic, based on the differences in surface characteristics of these types of ice.
Altimeters can measure the freeboard height of the ice surface above the water surface, which can
be used to infer the ice thickness. The CryoSat radar altimeter flies in a particularly high inclination
orbit that provides data close to the North Pole. Laser altimetry was used in the former ICESat
mission, and is currently being used in airborne campaigns prior to the launch of ICESat-2, scheduled
for 2017. The accuracy of these measurements is influenced by snow cover and snow depth. Thin ice
up to a thickness of about 60 cm can be measured by the SMOS passive MW instrument.

In situ observations of thickness (technically draft — the height above local sea level) can be made
with moored and drifting buoys. Ice-mass-balance buoys also provide crucial point information on
the spatio-temporal evolution of the sea ice—snow and its coupling to the ocean and atmosphere.
Drifting buoys have the added advantage of providing ice drift at the expense of a time series at a
fixed location. Ice thickness can also be inferred from upward-looking sonar (ULS) on submarines and
autonomous underwater vehicles, including fine-scale information on variations in draft.

Active MW coverage is less sensitive to ice age for the C-band than for the Ku-band. Ku-band
observations were provided by QSCAT and the Oceansat-2 Scatterometer (OSCAT); C-band
observations are currently provided by the Advanced SCATcatterometer (ASCAT) instruments on
Metop-A and -B. It has been suggested that coverage from QSCAT combined with ASCAT was
effective for tracking the ice edge and ice motion. This has again become feasible with the Sentinel-1
SAR mission now operating in combination with ASCAT.

5.3.6 Surface current

Surface currents span a wide range of space and timescales, from basin-wide motions to mesoscale
eddies with scales greater than 100 km, fast narrow currents of the order of 100 km wide,
submesoscale features down to the kilometre scale, and finally down to turbulence scales of less
than 1 m. Large-scale circulations, such as the meridional overturning circulation, have surface
components that transport a great deal of energy and consequently allow that energy to be
transferred to the atmosphere and greatly impact the weather and climate downwind of the air—sea
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exchanges. On smaller spatial scales, the boundary currents on each side of the ocean basin
transport heat, salt and passive tracers, and have a large impact on seaborne commerce and fishing.
Motion on these scales also has a large impact on vertical circulation and mixing, and in turn on
marine ecosystems and ocean productivity. The equatorial currents and counter currents have a
relatively large impact on surface exchanges of energy and moisture. Currents, particularly tidal
currents, can also modify storm surge impacts and sea-level changes.

Surface currents are defined here as those motions within the mixed layer: from the top boundary
(as measured by high-frequency radar), to 15 m depth (from drogued drifters), to the average within
the top 30 m (from gridded syntheses), and at various points in between (from moorings and gliders).
Satellite observations based on altimetry can be used to infer the geostrophic portion of surface
currents on scales of several hundred kilometres and 5-10 days. Currents can be viewed as the sum
of geostrophic currents (related to SSH differences), Ekman currents (related to winds), inertial
currents (related to winds), tidal currents as well as near-surface currents by driven wind and wave-
induced turbulence. High-frequency radars resolve rapid changes, but are limited in spatial coverage
to the coast of the United States and a few European locations. Currents are also observed at a few
moorings. Drifting buoys (Figure 79) provide global surface currents hourly, at approximately one
data point per 5° box. Satellites provide global geostrophic surface currents every five days on a 0.3°
grid from a constellation of instruments. Drifting buoys and satellite currents are global, and are
combined into synthesis products such as from the Ocean Surface Current Analyses - Real time
(OSCAR) project and from ocean data assimilation. IP-10 Action 017 called for an international centre
for ocean surface currents to be established. Several regional centres have been developed (see
Appendix 1), but a globally recognized centre has yet to be established.

Variability and interaction of currents with winds on the smaller mesoscales and submesoscale are
not well captured and are thought likely to play a large and important role in transferring energy
from the ocean surface to the deeper ocean. Some of these processes depend on horizontal
gradients, which are not resolved with the existing observing system. Furthermore, one outcome of
the TPOS 2020 planning process was that the meridional currents associated with equatorial
upwelling are not observed with sufficient accuracy to determine the magnitude of this upwelling.
The observing system for ocean surface currents is not adequate for determining some key climate
processes.

5.3.7 Ocean colour

Ocean colour is measured as the ocean colour radiance (OCR). OCR is the wavelength-dependent
solar energy captured by an optical sensor looking down at the sea surface. These water-leaving
radiances contain information on the ocean albedo and information on the constituents of the
seawater, in particular, phytoplankton pigments such as chlorophyll-a. Data analysis is not easy as
satellite measurements also include radiation scattered by the atmosphere and the ocean surface.
The relatively weak OCR signal is some 5%—15% of the strength of the incident solar radiation. OCR
products are used to assess ocean ecosystem health and productivity, and the role of the oceans in
the global carbon cycle, to manage living marine resources, and to quantify the impacts of climate
variability and change. OCR products, in particular chlorophyll-a, are also required by the modelling
community for the validation of climate models, and for use in data-assimilation systems for
reanalysis and initializing forecasts.
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Knowledge of ocean ecosystem change is inadequate. Satellites provide global coverage of ocean
colour and high-resolution depictions such as that illustrated in Figure 51, but the linkage between
ocean colour and ecosystem variables, including chlorophyll-a and its distribution with depth,
remains limited. Enhanced in situ sampling of ocean colour and ecosystem variables is technically
feasible, and could help to reduce these shortcomings.

Figure 51. Image from VIIRS collected on 29 September 2015 showing fine-scale structure in ocean
colour near New Zealand
Source: NASA, downloaded from http://oceancolor.gsfc.nasa.gov/cms/

Continuous climate-quality OCR measurements have been available for more than a decade. These

include data from:

e Polar-orbiting global OCR satellite missions, particularly the Sea-Viewing Wide Field-of-
View Sensor (SeaWiFS), the Medium Resolution Imaging Spectrometer (MERIS), MODIS-
Aqua, the Ocean Colour Monitor (OCM)-2 on Oceansat-2 and VIIRS (Figure 51), with future
measurements to come from the Ocean and Land Colour Imager (OLCI) on Sentinel-3A and
-3B and the Second Generation Global Imager (SGLI) on the Global Change Observation
Mission - Climate (GCOM-C)

e Various bio-optical fixed sites (such as the Marine Optical Buoy (MOBY), the Buoy for the
Acquisition of Long-term Optical Time Series (BOUSSOLE) and AERONET-OC) and mobile
surface and subsurface platforms, for calibration, validation and product development

Cross-calibrated measurements from multiple satellites have to be merged to provide an FCDR of
TOA radiances, primarily in the visible spectrum, from which OCR data products are derived using an
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atmospheric correction scheme. Accurate calculation of the effect of the atmosphere on the water-
leaving radiance reaching the satellite requires additional measurements in the IR spectral range.
Scientific data products related to marine ecosystems and ocean biogeochemistry are then derived
from OCR for near-surface global ocean water, coastal waters and potentially rivers, lakes and
estuaries.

The most important OCR data products currently in use are chlorophyll-a concentration (a proxy for
phytoplankton biomass), coloured organic matter, particulate organic carbon and suspended
sediments. Other products are in development, for instance, the identification of phytoplankton size
classes. The number and usefulness of products can be enhanced through interactions with resource
managers such as that undertaken in the Societal Applications in Fisheries and Aquaculture using
Remotely-Sensed Imagery (SAFARI) project, integrated networks for complementary in situ sampling
and protocol development such as the Chlorophyll Global Integrated Network (ChloroGIN), and
centralized data archive and distribution centres for in situ data such as the SeaWiFS Bio-Optical
Archive and Storage System (SeaBASS).

Key issues or impediments to success related to the development of a coordinated and sustained
OCR observing system are:

e Continuity of climate-research quality OCR observations and lack of free and timely access
to and sharing of OCR data, including Level 0 satellite data

e Lack of development and sharing of in situ databases and derived products of sufficient
quality to use for calibrating and validating satellite data products

e Difficulty in sustaining projects for cross-calibrating and merging OCR data across satellite
sensors to support global and regional scientific data products

e The need for continued research and technology development efforts to provide new and
improved OCR data streams, algorithms and products, particularly for complex “case 2"
waters where optical properties are not dominated by phytoplankton

To address th